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Foreword

Criminology and Justice Studies offers works that make both intellectual
and stylistic innovations in the study of crime and criminal justice. The
goal of the series is to publish works that model the best scholarship and
thinking in the criminology and criminal justice field today, but in a style
that connects that scholarship to a wider audience including advanced
undergraduates, graduate students, and the general public. The works in
this series help fill the gap between academic monographs and encyclo-
pedic textbooks by making innovative scholarship accessible to a large
audience without the superficiality of many texts.

Biosocial Criminology presents research on the intersection of biology
and criminology in a way that will be accessible to a wide range of readers.
Anthony Walsh and Kevin Beaver have compiled a series of challenging,
compelling, and thoughtful essays on the application of biosocial
approaches to the study of criminal behavior. The biosocial approach
offers a way of understanding criminal behavior through the interaction
of the biological characteristics of human organisms with the social and
cultural environments in which they are located. Following a general
overview of the various ways the biosocial approach to human behavior
can be used to understand criminal behavior, the essays in this collection
focus on applying the approach to explain the basic correlates of crime
and the implications for crime prevention efforts. Biosocial Criminology is
the first book in criminology and criminal justice to provide a thorough
assessment of current research on the multiple ways that biological and
social factors are linked with one another as causes of crime that is in a
format accessible and understandable to a broad range of readers.



Preface

Sociological criminology was the reigning paradigm that guided the study
of crime in the 20th century. I was, and remain, a proud member of this
paradigm. I was raised, so to speak, as a strain theorist, schooled at
Columbia University by Robert Merton and by Richard Cloward, my
cherished mentor. In a true Kuhnian sense, this paradigm has helped my
career to flourish, furnishing both empirical puzzles to solve and oppor-
tunities to author books chronicling the diverse theories that have arisen
under its umbrella. Others have built careers in a similar fashion.

Beyond the personal advantage it has afforded many of us, sociological
criminology was an important intellectual enterprise. It was shaped by two
periods of social turmoil in the century: the rapid urbanization and
depression of the century’s first four decades and the socio-political trans-
formation that emerged from the 1960s and lives with us in the baby boom
generation even today. The theories nourished by these social contexts
forced attention on fundamental transformations that restructured the
social landscape. Scholars witnessed the effects of mass movements of the
population, disorganized communities where vice activities flourished,
sudden and widespread poverty, widening forms of inequality, the repres-
sion and then liberation of civil rights, and on and on. It would have been
foolish to believe that none of this made a difference.

Adherents to sociological criminology were justifiably suspicious of
those claiming that the roots of crime lay within individuals. The biology
used was clumsy and the data collected hopelessly flawed. More disquieting,
biology was rarely used as a universal theory of behavior but as an explan-
ation for the supposed waywardness of the poor, the epileptic, the immi-
grant, the Jew, and the black. In today’s more antiseptic times, cleansed
of the perniciously biased commentary that once was so comfortably
expressed in polite circles, we cannot feel on a gut level how awful this
theorizing was. Biological models not only happily justified eugenics but
also did not bother to mask the racist, sexist, and classicist ideology that
informed them. It was this genre of thinking that helped to justify the
Holocaust.



Sociological criminology thus removed us from the simplistic notion
that crime was due to human defect. It liberated us from the idea that
offenders were evil by nature and beyond redemption. It forced us to
confront that social arrangements were not the natural product of good
and bad bodies but intimately shaped by power, politics, and social advan-
tage. Most of all, it stopped us from the facile view that society, in its many
manifestations, could be absolved of any responsibility in the origins of
crime. Since the 1980s, its advocates have stood firm against the absurd
“get tough” movement that has been needlessly repressive and based on a
crude view of human choice.

Although I have trumpeted its value, I am equally persuaded that socio-
logical criminology has exhausted itself as a guide for future study on the
origins of crime. It is a paradigm for the previous century, not the current
one. Let me hasten to say that I do not see the demise of sociological
criminology on the immediate horizon. Its status in the discipline is still
near-hegemonic. The current generation of scholars is being socialized
into its tenets—though, I suspect, imperfectly. But the seeds of its partial
demise—of its foundation cracking—are at hand. The paradigm suffers
two fundamental problems.

First, it ignores too much that we know matters. Biology is no longer
clumsy. Science, theory, and technology from other fields make it impos-
sible to ignore that we are in the midst of a revolution in knowledge that will
unlock secrets about human nature and the human mind. The rise of devel-
opmental or life-course criminology—especially Terrie Moffitt’s work on
neuropsychological deficits—made looking at biology respectable. Devel-
opment, after all, does not commence in adolescence as many sociological
theories implicitly assume; it starts in the womb. But this is only the begin-
ning. As more biologically informed research appears, the theoretical pre-
dictions of the sociological paradigm will be revealed as limited, if not
misspecified in important ways. Eventually, it will become commonplace to
ask: How can any theory that ignores the human body be complete?

Second, sociological criminology has usefully deconstructed conserva-
tive get tough views, but it has not constructed much useful knowledge
about how to save offenders from a life in crime. Despite good intentions
and heartfelt beliefs, its advocates have developed scarce pragmatic
advice on how to lessen the misery that crime brings into the lives of its
perpetrators and their victims. The problem, I believe, is that sociological
criminology simply starts too far away from the offender. It specifies root
causes that are not mutable, given existing socio-political arrangements.
This perspective thus ignores the insights from correctional rehabilitation
that change occurs up close and in person by transforming thoughts and
choices. Life-course studies show the same thing. It is the spouse or the
boss that restructures lives and reshapes cognitions. The advantage to
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biologically informed perspectives is that they start inside the person and
work outward. It is hard to become too divorced from keeping a close eye
on the ways in which offenders lead their lives.

I should caution, however, that the weakness of sociological criminology
does not mean that its demise is ensured. My sense is that it has grown stale
(do we really need another test of self-control theory?) and ineffectual in
directing public policy. But if biology is to be the foundation of 21st-
century criminology, it will have to surmount important challenges. Three
tasks seem most pressing. First, its advocates will have to educate fellow
criminologists about the new paradigm. Ideas will have to be made access-
ible and understandable. Second, its advocates will have to relinquish their
antagonism toward sociology and instead create a broader, more powerful
paradigm that encompasses rather than dismisses the social. And, third, its
advocates will have to show how the new paradigm rejects its repressive
heritage and instead opens up important vistas for progressive crime pol-
icies. Yes, I believe in objective truth. But from a normative vantage point, I
also believe that the goal of science should be to use empirically grounded
understanding to improve the human condition.

Fortunately, Biosocial Criminology makes important strides in these
directions. It strikes me as a criminological Wal-Mart, offering under one
cover a primer on virtually every aspect of biology and crime. It not only
educates but also is persuasive in showing the power of this new para-
digm. It respects as well the social, revealing how separating the biological
from the sociological is, in many respects, a false and unhelpful dichot-
omy. And it begins to explore how a biosocial approach can illuminate the
importance of intervening early in individuals’ lives, often by preventing
their exposure to toxic and unhealthy environments.

Biosocial Criminology, in short, is a book that should grace the shelf of
every student of crime. For sociological criminologists skeptical that biol-
ogy matters, it provides an excursion through the frontiers of biosocial
theory and research. Even if not transformed, the travelers on this trip
should return home with a new respect for emerging insights. For those
less wed to old ways of thinking, the experience may be more profound.
The lessons taught will not be learned in standard criminology textbooks
or courses. There is a good chance that Biosocial Criminology thus will
leave the reader brimming with fresh ideas and with prospects for pursu-
ing richer and perhaps more exciting research enterprises. If so, Biosocial
Criminology will have served its purpose of laying one of the cornerstones
in the foundation for a new paradigm capable of guiding criminology in
the 21st century.

Francis T. Cullen
University of Cincinnati
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Part I

An Overview of the Biosocial

Approach

The aim of this book is to convince the reader of the desirability of linking
criminology with biology. Why should criminologists concern themselves
with linking their discipline with one associated with illiberal politics by
many social scientists? There are numerous scientific and practical reasons
for doing so outlined in this book, but a short answer will suffice for
now. Over 10 years ago a review of the behavior genetic literature led
the reviewer to state that behavior genetics studies often reach the same
conclusions about social problems that “left-leaning sociologists” do
(Herbert, 1997:80). Why then should we burden ourselves with a body
of literature telling us the same thing that sociology supposedly does?
Herbert provides the short answer again by pointing out that the conclu-
sions arrived at by behavior geneticists were arrived at using “infinitely
more sophisticated tools.” These “infinitely more sophisticated tools”
(theories, models, methodologies, concepts, instruments) developed by
behavior geneticists (as well as by the other disciplines such as neuro-
science, molecular genetics, and evolutionary biology represented in this
book) can be brought to bear on the concepts and assumptions of trad-
itional criminological theories as quality control devices that will help
us to separate the considerable wheat in criminology from the also quite
considerable chaff.

Additionally, because biosocial approaches include both biological and
environmental risk factors, they are “more likely to refine social policies to
better specification of environmental factors than to divert funds from
environmental prevention strategies” (Morley & Hall, 2003).

The first part of this book introduces biosocial criminology via brief
overviews of the three major approaches to it: genetics, evolutionary biol-
ogy, and neuroscience. The first chapter, written by coeditors Anthony
Walsh and Kevin Beaver, provides an overall introduction to the field and
claims that sociological criminology has gone as far as it can go, and that
the only real pathway to progress is the one taken by other sciences. The



pathway these other sciences have taken has been to ally themselves with
the more fundamental sciences and integrate all the relevant knowledge
those sciences had to offer. For instance, most chemists in the 19th cen-
tury were opposed to the intrusion of the physicists’ atomic theory of
matter into their discipline in much the same way that sociological
criminologists have opposed the intrusion of biology into criminology.
Similarly, a significant number of early and mid-20th century biologists
were opposed to the intrusion of molecular chemistry into biology, the
phenomena of which one biologist claimed should be explained only by
other biological facts (Woodger, 1948). Today, all chemists learn physics
and all biologists learn chemistry. Any claim that they need not would be
met with incredulity by today’s chemists and biologists. We hope for
the day when criminologists will be similarly puzzled with the sugges-
tion that they need not study biology to participate in the criminological
enterprise.

In Chapter 2, Anthony Walsh introduces genetics and how it is useful
to criminologists. He explains how behavior geneticists are able to tease
apart genetic and environmental variance in phenotypic (observable)
traits while at the same time emphasizing that genes and the environment
always operated in tandem to produce any trait or behavior. His primary
concern is to allay the fears of some that to allow that genes can influence
behavior is to open the floodgates to determinism and reductionism,
as well as concerns about racism, sexism, and classism. He shows that
all of these concerns are unfounded. All scientists seeking causes are
determinists, but they are not fatalists, as those who charge determinism
seem to imply. As for reductionism, seeking to understand a phenomenon
at a more fundamental is the way science has typically progressed.

Seeking to understand why some groups commit more (or less) anti-
social acts than others, or perhaps the genetics behind occupational suc-
cess, may be construed by some as engaging in racism, sexism, and classism.
There is nothing anyone can do to convince such people that science must
take us where it takes us, regardless of its potential to offend some. With
padlocks on the scientific mind, we would still think that the sun revolves
around the earth and that humans are nearer to angels than to chimpan-
zees. The bad news that humans were not the center of the universe and
were just a few genes away from chimps was deeply offensive to many
people, but we are, for the most part, over all that now as we have come to
accept reality.

In Chapter 3, Kevin Beaver provides an overview of molecular genetics.
This review of molecular genetics is very important because very few
criminologists have any real understanding of what genes are and how they
operate. Beaver also provides lay explanations of the three ways that genes
can cause phenotypic variation (i.e., OGOD [one gene, one disorder],
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polygenic, and pleiotropy). An understanding of molecular genetics can
go a long way in dispelling the fears many criminologists have that to
admit genes into the causal picture is to surrender to fatalism. Genes
are nothing but snippets of DNA that code for the manufacture of pro-
teins such as hormones and neurotransmitters. These proteins facilitate
and modulate our behavior, but they do not “cause” it. Indeed, the
more we know about genetics the more we realize how important the
environment is.

If criminologists come to realize that genes are turned on and off in
response to environmental events, then surely they will be less reluctant to
utilize genetic information in their studies. It is becoming increasingly
easy to do so with the advent of technology that allows us to go directly to
the DNA. If we as criminologists don’t get our fingers into this particular
pie we will forfeit the study of criminal behavior to the hungrier practi-
tioners of other sciences, who have been breathing down our necks for
a long time now.

Chapter 4, by John Wright and his colleagues, introduces readers to the
amazing world of the brain. They first provide the needed introduction to
major brain areas and their function and to the brain imaging technolo-
gies such as PET, MRI, and fMRI allowing for in vivo assessment of brain
structure and function. These imaging techniques have resulted in an
explosion of new information on the brain over the past three decades.
The brain is where genetic dispositions and environmental experiences
are integrated, and thus the basics of neuroscience must become part
of every criminologist’s repertoire. Although we are a long way from
fully understanding the brain, we cannot ignore what is known that is
relevant to criminology. Robinson (2004:72) goes as far as to say that any
theory of behavior “is logically incomplete if it does not discuss the role of
the brain.”

The insights criminologists can derive from the neurosciences will not
only buttress our traditional theories, but may also strengthen our claims
for preventive environmental intervention. The primary message in neuro-
science is that a cause can be “biological” without being “genetic” because
the brain may be compromised by a variety of environmental insults.
Abuse and neglect during the early years of life has particularly deleterious
effects on the brain, which will impact much of the behavior of the devel-
oping organism. Neuroscience, along with genetics, is able to give us a more
precise understanding of why socioeconomic status has the influence on
behavior that it does, and that is far more useful than appealing to the
“ghosts in the machine,” as Wright and colleagues put it.

Likewise, low self-control theory has had a major impact in crimin-
ology without the discipline having any kind of firm hand on the origins
of self-control. For most criminologists, self-control (and any other trait)
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is the result of differential socialization. However, Wright, et al. make it
abundantly clear that the scientific data clearly and consistently indicate
that self-control is housed in the frontal and prefrontal cortex, that it
is strongly influenced by genetic factors expressed in the brain, and that
it involves a complex, dynamic balancing of limbic and cortical function-
ing. Genetics and neuroscience can thus provide criminology with a solid
foundation for, and a more sophisticated understanding of, many of its
central concepts.

In Chapter 5, Satoshi Kanazawa takes us through what evolutionary
psychology has to offer criminology. Whereas genetics and neuroscience
explain proximate “how” causal mechanisms (e.g., “Testosterone ener-
gizes male competition for mating opportunities and is aided by amygdala
functioning that is less responsive to fear cues than it is in females”),
evolutionary psychology asks ultimate-level “why” mechanisms (e.g.,
“Why do males have so much more testosterone than females, and why
is the male amygdala less responsive to fear?”). In other words, it seeks
to understand the adaptive function of a mechanism in terms of its
survival and reproductive value. Evolutionary approaches are funda-
mentally environmental in that they describe how environments, through
natural selection, have shaped the behavior of organisms as they adapt to
their environments, and how environmental inputs are needed for the
emergence of behavior.

Kanazawa examines crime from an evolutionary standpoint. Note that
his discussion of status and intelligence can inform traditional crimino-
logical theories for which those concepts are central. Kanazawa is basically
asking why the actions we currently define as criminal are part of the
human behavioral repertoire; what evolutionarily relevant purpose did
(and still do) they serve? He is not saying that natural selection preserved
genetic material dedicated to carjacking, robbing banks, jimmying locks,
or manipulating the stock market. Rather, the traits underlying these
actions were selected to assist a male to gain more copulation opportun-
ities than the next male. The sum of these traits leads their possessors
to greater mating success. This is called mating effort (the proportion of
total reproductive effort allotted to acquiring sexual partners), which is
the opposite to parenting effort (the proportion of total reproductive
effort invested in rearing offspring).

David Rowe (2002:62–63) provides a thumbnail sketch of the traits
useful in supporting extreme mating effort to the detriment of parenting
effort:

A strong sexual drive and attraction to novelty of new sexual partners is
clearly one component of mating effort. An ability to appear charming and
superficially interested in women while courting them would be useful. The
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emotional attachment, however, must be an insincere one, to prevent emotional
bonding to a girlfriend or spouse. The cad may be aggressive, to coerce sex
from partly willing partners and to deter rival men. He feels little remorse about
lying or cheating. Impulsivity could be advantageous in a cad because mating
decisions must be made quickly and without prolonged deliberation; the
unconscious aim is many partners, not a high-quality partner.

Note that these are the same traits that prove useful in pursuing criminal
activities. The most useful traits underlying parenting effort, by the same
token, are the prosocial traits of empathy, altruism, nurturance, and intel-
ligence. Thus, the main point of the evolutionary psychology approach to
crime is that although the traits mentioned by Rowe were designed by
natural selection to facilitate mating effort, they are also useful in gaining
non-sexual resources by illegitimate means once they are in place.
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Introduction to Biosocial Criminology
Anthony Walsh and Kevin M. Beaver

Introduction

Trying to get to the core (if indeed there is a core) of the crime problem is
an extraordinarily difficult, complex, but exciting enterprise. Many crim-
inologists have taken their spades to it, but they have barely cracked the
mantle, never mind approached the core. Thomas Bernard (2002) has
made the point that decades of criminological research has not yielded the
accumulation of “taken for granted” knowledge that is the hallmark of
any discipline claiming to be a science. The problem has been not with the
tenacity with which they have dug, but with the instruments that they
have used and with their stubborn refusal to accept any help proffered
by the more fundamental sciences.

The Biosocial Approach is Integrative

The biosocial approach to criminology, by way of contrast, gratefully
accepts this help, and integrates relevant data, concepts, and methods
from the biological sciences into traditional criminological approaches. As
little as 25 years ago any positive mention of biology in a criminologist’s
work was an invitation to hostile derision. This situation existed because
most criminologists were (and are) sociologically trained (Walsh & Ellis,
2004), and sociology possesses “a conceptual scheme that explicitly
den[ies] the claims of other disciplines potentially interested in crime”
(Gottfredson & Hirschi, 1990:70). Most criminologists are also poorly
trained in biology and few have the interest or inclination to rectify the
situation and thus cling to the biology-free theories that were in vogue
when they were graduate students. This is a pity, for as sociologist
Matthew Robinson (2004: ix–x) has pointed out: “[T]he biological sci-
ences have made more progress in advancing our understanding about



behavior in the last 10 years than sociology has made in the past 50 years.”
In response to the explosive advances in biological knowledge, however, a
growing number of criminologists have come to realize that if they are to
capture the dynamic nature of criminal behavior they must span multiple
levels of analysis and thus multiple disciplines.

Society may “prepare the stage for crime,” as sociologically oriented
criminologists like to point out, but the crime is committed by flesh and
blood human beings with brains, genes, hormones, and an evolutionary
history. We therefore have to get beyond trying to understand the behavior
of these human beings as if they were disembodied spirits blown hither
and thither by environmental winds. Biosocial criminology recognizes the
tremendous role the environment plays in all aspects of human life, but
it also recognizes that environments act on diverse human materials.
There is a pithy old adage that points out: “The heat that melts the butter
hardens the egg.” In a nutshell, that is what biosocial criminology is
all about: how similar environments have different effects on different
people, and vice versa.

The Biosocial Approach is Developmental

Biosocial criminology is also developmental. Whereas many crimino-
logical theories are static in that they imply that criminal behavior is
self-perpetuating and continuous once initiated, biosocial theories are
dynamic. They emphasize that individuals develop along different path-
ways, and as they develop factors that were previously meaningful to them
(e.g., acceptance by antisocial peers) no longer are, and factors that previ-
ously meant little to them (e.g., marriage and a career) suddenly become
meaningful. But biosocial theories go beyond merely noting social turning
points over the life-course: they attempt to explain why they are turning
points, why they are meaningful at certain life junctures and not at others,
and why individuals are differentially affected by them.

By developmental we do not mean the kind of preformationism that
Sampson and Laub (2005) accuse developmental theories of adhering to.
Preformationism implies a latent predetermined form waiting only for a
developmental process to make it apparent, like dough waiting for the
oven to bake it into a loaf. To say someone or someone’s theoretical
perspective is “preformationist” is to substitute an old and gentle meta-
physical term for the more modern accusatory and hostile “genetic
determinist.” The metaphysical opposite of preformationism is epigenesis
(not to be confused with the modern usage of the term epigenetics by
geneticists), which insists on the efficacy of environmental plasticity to
mold individuals in ways not supposedly predestined by their genes.
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We are not going to play the nature–nurture game. Biosocial theorists
are developmental in the sense that they believe genes set us on particular
developmental trajectories, but they are aware that the vagaries of the
environment can send those trajectories askew. We also are developmen-
talist enough to take issue with Sampson and Laub’s (2005) implication
that childhood experiences deserve no special place in the pantheon of
behavioral causes. Our earliest years, when the brain is most pliable, chisels
neural networks in ways that are not easily altered. Later experiences
(Sampson and Laub’s “turning points”) have a weaker influence on the
developing person because their influence is channeled along the neural
pathways laid down during childhood: Is the person intelligent and con-
scientious enough to take advantage of this opportunity? Is the job seen as
a new beginning or as an opportunity for illegitimate exploitation? Will he
love and care for the woman he marries or will he abuse her and abandon
her and the children? And so on it goes.

In sum, the authors of the chapters in this book believe that the bio-
logical sciences have a bounty of treasures to offer criminology and that
criminology should seek theoretical integration with them. Any trait,
characteristic, or behavior of any living thing is always the result of bio-
logical factors interacting with environmental factors (Cartwright, 2000),
which is why we call modern biologically informed criminology biosocial
rather than biological. As the variety of chapters in this book attest, there is
no single biological approach to the study of criminal behavior any more
than there is a single environmental approach. The three broad biological
approaches to the study of human behavior represented here are the
genetic, evolutionary, and neuroscience approaches. These approaches
employ different theories and methods and work with different levels
of analysis, but their principles are conceptually consistent across all
three levels. Not only are they consistent (i.e., non-contradictory) across
approaches, they are all so “environment friendly” that we may well call
them “biologically informed environmental approaches.” We begin with
an introduction to the genetic approach.

Genetics and Criminal Behavior

Genetic approaches to understanding criminal behavior included in this
book include behavior (or behavioral) genetics, molecular genetics,
and epigenetics. Behavior genetics is the application of quantitative gen-
etics to the study of human personality, characteristics, and behavior. It
explores the relative contributions of heredity and environment to variance
in quantitative measures of phenotypical (observable and measurable)
traits and behaviors such as IQ, extroversion, and delinquency. Behavior
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geneticists are interested in much the same sort of issues as other behav-
ioral scientists, but they employ different research designs and operate
with different assumptions.

The central concept of behavior genetics is heritability—the extent to
which variation in measured phenotypic traits is genetically influenced.
The extent to which traits are not heritable is a measure of environmental
influences on them. All human traits have been found to be heritable to
some extent, with traits associated with criminality (IQ, impulsiveness,
conduct disorder, sensation seeking, empathy, and so forth) being moder-
ately to strongly influenced by genes (Rutter, 2007). However, a major
drawback of heritability studies is that they require special samples of
pairs of individuals of known genetic relationship (identical and fraternal
twins, siblings, adopted children, and so on) in order to compute herit-
ability coefficients. Such samples are difficult to come by and usually consist
of white middle-class individuals (Chapter 2 provides more information
on these and other concepts in behavior genetics).

Heritability only informs us about the extent to which genes are impli-
cated in a trait of interest in a particular population at a particular time;
they cannot tell us which genes. For this we need molecular genetics.
Today there are a number of exceptionally ambitious longitudinal studies
carried out over decades in concert with medical and biological scientists,
such as the National Youth Survey (Menard & Mihalic, 2001), the Dunedin
Multidisciplinary Health and Development Study (Moffitt, 1993), and the
National Longitudinal Study of Adolescent Health Study (Udry, 2003).
These studies are able to gather a wealth of genetic data (as well as
other biological measures) using DNA from cheek swabs. Now that we
can go right to the DNA we no longer have to rely on the special samples
needed to compute heritability coefficients. Chapter 3 provides a primer
on molecular genetics and the criminological studies based on this
approach.

The third genetic approach is epigenetics, an approach that is in its
infancy. Epigenetics is the study of how environmental factors (both the
internal environment of the organism and its external environment) can
change gene function without altering DNA sequences. These factors
operate by either preventing genes from issuing instructions to manu-
facture its protein or by making it easier for them to do so. Almost all the
epigenetic work to date has been conducted with animals in experimental
conditions. These studies have shown how environmental features such as
maternal nurturance can alter genetic production of brain chemicals in
positive directions. Epigenetics may be viewed as a modern scientific syn-
thesis of the old preformationist and epigeneticist positions. Epigenetics is
discussed at greater length in Chapter 2.
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What are Genes and do they Signify Fatalism?

According to evolutionary biologist, Richard Dawkins (1982:13), genes
have a “sinister, juggernaut-like reputation,” among social scientists. A
juggernaut is an inexorable force that crushes everything in its path. To the
extent that social scientists think of genes in this way, it is reasonable for
them to believe that if any problematic behavior such as substance abuse
or criminal behavior is said to have genetic underpinnings, it is fixed
and immutable. A short step from this belief is to dredge up Lombroso’s
atavism, Galton’s eugenics, Hitler’s Holocaust, and all the other usual
clichéd arguments as if cruelty, genocide, and immoral and nutty ideas
about disvalued groups did not exist before Gregor Mendel opened the
genetic Pandora’s Box. We must not let either censors or bigots define
scientific agendas for us. Their fears about the “demon” biology can be
alleviated by learning something about it. As Bryan Vila pointed out:
“[B]iological findings can be used for racist or eugenic ends only if we
allow perpetuation of the ignorance that underpins these arguments”
(1994:329).

Human beings have a tendency to think in either/or terms about most
things, particularly about human behavior. The nature vs. nurture dichot-
omy (“if genetic, then not environmental; if environmental, then not
genetic”) has bedeviled the human sciences for so long that it has grown
rank. We know of no biologist or biosocial criminologist with the slightest
doubt that it is the silliest of fictions to oppose nature to nurture. They are
two sides of the same coin; the heads and tails of the existence of every
living thing.

The genes underlying most human traits (especially those of interest
to criminologists) do not follow simple dominant/recessive rules. The
offspring of tall and short human parents are usually of intermediate
height, and the offspring of dark- and light-skinned parents typically have
an intermediate skin color. In other words, dominant and recessive traits
blend their traits in the phenotype. These traits are also polygenic, mean-
ing that they are produced by complexes of coordinated genes each having
minor additive effects.

It is imperative to understand that genes do not code for any kind of
behavior, feeling, or emotion; there is no neat cryptography by which
certain kinds of gene build certain kinds of brain, which in turn produce
certain kinds of behavior. A gene is simply a segment of deoxyribonucleic
acid (DNA) that codes for the amino acid sequence of a protein (enzymes,
hormones, or cell structure proteins). Several of these gene products have
a lot to do with how we behave or feel, but they do not cause us to behave
or feel one way or another, they facilitate our behavior and our feelings.
These substances produce tendencies or dispositions to respond to the
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environments in one way rather than in another. Even this might be too
deterministic. It might be better yet to think of genes as modulators
of how we respond to the environment, since the gene products that facili-
tate behavior and emotions are produced in response to environmental
stimuli.

Think of the gene/environment relationship in terms of the relation-
ship between a heating and cooling system and temperature. A thermostat
senses when the temperature in the house is above or below the tempera-
ture at which it was set, and when it does it activates the furnace or air
conditioner to restore the house temperature to the comfort level desired
by its inhabitants. Likewise, human sensory “thermostats” (the afferent
nerves in the eyes, ears, skin, etc. that carry impulses toward the central
nervous system) transmit information about the state of the environment
to our inner processing devices. We can think of the nucleus of our cells
sitting and waiting to instruct its DNA to unwind and transcribe itself
into a slice of messenger RNA (mRNA) as the furnace or air conditioner.
When it receives information from the environment requiring attention,
it kicks on and sends its mRNA into the protein-building factory in the
cell outside the nucleus. These instructions are in the form of triplets of
chemical “letter” (the bases adenine, cytosine, thymine, and guanine)
called codons. Transfer RNA (tRNA) “reads” the coded message and
picks up and transports the appropriate anticodons (sets of bases that
complement the codons on the mRNA) to the mRNA strand where
they are slotted into place by molecules of ribosomal RNA. When this is
complete we have a protein that will help the organism to respond effect-
ively to the environmental challenge (see Chapter 3 for more about this
process).

Just as information from the environment activates the furnace or air
conditioner, so information from the environment activates the genetic
machinery. Far from people being slaves to juggernaut genes, genes are at
the beck and call of people as they meet environmental challenges. The
protein manufactured depends on the nature of the challenge. If the chal-
lenge is something requiring a conscious decision, such as whether to fight
or to flee, several different proteins may be manufactured to facilitate the
response the person decides on. Genes are not little homunculi pulling
strings in our heads and determining the directions of our lives; rather
they help us to get there once the direction has been decided. This is not to
say that variability in genetic polymorphisms (different forms a gene
might take) does not bias us in certain directions, doing so weakly or
strongly at different stages of development and within different environ-
mental contexts. Differential responses to environmental challenges may
be most proximally determined by the person’s subjective appraisal of a
situation, but that appraisal depends on a causal chain involving prior
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learning, enduring personal traits, developmental history, genetic inherit-
ance, and the evolutionary history of the species.

Evolutionary Psychology

Evolutionary psychology seeks to explain human behavior with reference
to human evolutionary history. Criminologists operating within an evo-
lutionary framework investigate how behaviors we call criminal may have
been adaptive in ancestral environments. When exploring the behavioral
repertoire of any species the first question evolutionists ask is: “What is
the adaptive significance of this particular behavior?” If asking about
violence, for example, they want to know how violence was adaptive in
evolutionary environments, what its function is, and what environmental
circumstances are likely to evoke it.

Evolutionary psychology complements genetics because it informs us
how the genes of interest came to be present in the first place. There are
two important differences between the two disciplines: (1) genetics looks
for what makes people different, evolutionary psychology focuses on what
makes them the same; and (2) evolutionary psychology looks at ultimate-
level “why” questions (what evolutionary problem did this behavioral
mechanism evolve to solve?), and geneticists look at proximate-level “how”
questions (to what extent is this behavioral mechanism influenced by
genes in this population at this time; and what genes are involved?).

Because evolutionary psychologists seek to provide ultimate-level expla-
nations, it does not mean that they consider culture and the present
context of behavior unimportant. Evolutionary psychologists simply ask
us to remember that “psychology underlies culture and society, and bio-
logical evolution underlies psychology” (Barkow, 1992:635). It is true that
the fine nuances of life as subjectively experienced are lost as we move
from proximate- to ultimate-level explanations, but ultimate-level explan-
ations seek to complement, not supplant, proximate explanations. We
now briefly describe some important evolutionary concepts important for
criminology.

Natural Selection

Although the idea that life evolved naturally had been around since at
least the time of Plato, it was Charles Darwin who first organized the
evidence into a scientific theory, a theory that has stood the test of time,
requiring only a few minor modifications. Darwin’s basic point was that
populations of plants and animals grow until they strain the ability of
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the environment to support all members. The production of excess off-
spring results in a struggle for existence in which only the “fittest” survive.

Darwin also noted that individual organisms within populations exhibit
a considerable degree of variation with respect to traits and characteristics
(color, size, alertness, speed, aggressiveness, cunning, disease resistance,
etc.). Certain trait variants gave their possessors an edge in the struggle for
survival in prevailing environmental conditions such that they would be
more likely than those not possessing them to survive and reproduce, thus
passing the edge on to future generations. The trait variant selected is
selected because it best “fit” its possessors into the environmental condi-
tions existing at the time; at other times the trait may not confer an
advantage. Darwin called this process of selecting the “fittest” natural
selection, because it is nature (the environment) that “selects” the
favorable variants and preserves them in later generations.

The differential reproductive success of genotypes is what natural selec-
tion is all about. Natural selection is the engine and organizer of evolution
because it continuously adjusts populations to their environments. Biolo-
gists call these adjustments adaptations. Adaptations may be anatomical,
physiological, or behavioral. An adaptation is some species characteristic
that arose and promoted its own frequency via an extended period of
selection. The sum of these adaptations is human nature in its most fun-
damental form, but culture tweaks this universal human nature in many
and varied ways.

It is important not to fall into the trap of thinking that traits are
selected in order to make organisms more adapted to their environments.
Such thinking implies purpose. Evolution has no “purpose,” it cannot
look into the future to divine some plan for optimal adaptation of organ-
isms. Natural selection is a trial and error process. Environmental condi-
tions set evolution on a particular adaptive trajectory, but if environments
change, former adaptations may become maladaptive and may even drive
a species into extinction.

Today’s evolutionary theory is a synthesis of the theory of natural selec-
tion and genetics (the so-called modern synthesis). The synthesis filled in
many blanks in Darwin’s theory. In addition to understanding the genetic
source of trait variation, we now view evolution as changes in the genetic
composition of a population from generation to generation, and reserve
the term fittest to mean the most prolific reproducers. The most repro-
ductively successful organisms leave behind the largest number of off-
spring, and hence the greatest number of genes. The genes underlying
whatever anatomical, physiological, or behavioral traits that contributed
to reproductive success will thus be found more frequently in subsequent
generations. For the behavioral scientist, this boils down to the powerful
idea that to the degree a particular type of behavior is prevalent in a
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population today, that behavior is likely to have contributed to the repro-
ductive success of our ancestors. The particular behavior in question may
be morally repulsive and in need of cultural constraints, but it is “natural”
(the product of nature) rather than pathological.

Such a statement (the “naturalness” of some immoral behaviors) high-
lights the uncommon logic of evolutionary thinking and makes its accept-
ance difficult. Evolutionary theory is not shy about revealing the dark side
of human nature when it states that reproductive success is the ultimate
goal of all life, and lays bare our aggressiveness, deceptiveness, and selfish-
ness as evolved strategies that have proved useful in pursuing it. It is not
pleasant to think of ourselves in this light, and some of us would rather burn
the message than listen to it. But other more positive human characteristics
such as altruism, nurturance, and empathy have also evolved because they
equipped us with parental and social skills. Having offspring does little to
perpetuate parental genes if those offspring do not themselves survive to
reproductive age among caring and trustworthy others. If Homo sapiens is
to be defined by any one characteristic, it is that it is a social species anxi-
ous to cooperate and engage in mutual aid. But it is those among us who
refuse to sign on to the social contract—the cheats and the exploiters—who
interest criminologists; vice, not virtue, is criminology’s stock in trade.

Chance alterations of the genome occur all the time via mutations, and
the vast majority of them are disadvantageous and are soon culled from
the gene pool. Evolutionary psychologists do not assume that everything
that is currently useful is an adaptation. All functional features of organ-
isms need not be adaptations per se, but rather features that have been co-
opted by features that are adaptations and have gone along for the ride.
Adaptations are not optimal solutions to all evolutionarily relevant prob-
lems. Natural selection is a mindless algorithmic process; it does not have
the luxury of foresight or access to comparative models; it can only work
with the genetic variation existing at the time a given environmental prob-
lem presents itself. Neither can natural selection anticipate the future.
Behavior that was adaptive in the past may not be today, or may even be
maladaptive, and behaviors that may be adaptive (fitness promoting)
today may not be adaptations in the sense that they have an evolutionary
history (Barkow, 2006; Walsh & Beaver, 2008). To claim that something is
an adaptation is to make a claim about the past, not the present, and
definitely not about the future.

Evolution and Human Motivation

One common misunderstanding of evolutionary logic is that behavior is
directly and consciously motivated by concerns of reproductive success.
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Sexual behavior is obviously an adaptation, but this hardly means that
the motive for engaging in it is reproductive success, even though it is
reproductive success that qualifies sexual behavior as an adaptation. No
behavior can be considered to result from conscious motives to increase
one’s biological fitness; even vigorous attempts to start a family are hardly
driven by the conscious concerns about pushing our genes into the future.
We are adapted to seek the immediate means of achieving specific goals,
not ultimate ends. As Daly and Wilson (1988:7) put it: “Fitness con-
sequences are invoked not as goals in themselves, but rather to explain
why certain goals have come to control behavior at all, and why they are
calibrated in one particular way rather than another.” We are designed
to satisfy proximate goals, which in the present example is the highly
pleasurable means by which reproductive success may be achieved. In
pre-contraceptive times there was a tighter fit between means of satisfying
proximate goals and means of satisfying ultimate evolutionary goals. This
is why we prefer to use the phrase adaptation executors (acting in ways that
would have maximized fitness in ancestral environments, but not neces-
sarily today) rather than fitness maximizers to refer to the evolved behavior
of modern humans.

Criminal Behaviors as Adaptive

In common with Émile Durkheim, evolutionary psychologists view crim-
inal behavior as morally regrettable but normal. Few social scientists argue
with Durkheim’s assessment since he is a founding father of sociology, but
many are aghast when natural selection is evoked to explain why crime is
normal; i.e., part of the basic behavioral repertoire of all humans. Bio-
logical scientists are equally aghast that many social scientists exclude
humans from the process of behavioral natural selection. As Kenrick and
Simpson (1997:1) see it: “[T]o study any animal species while refusing
to consider the evolved adaptive significance of their behavior would be
pure folly . . . unless the species in question is Homo sapiens.” John Alcock
(2001:223) makes a similar point:

To say that human behavior and our other attributes cannot be analyzed in
evolutionary terms requires the acceptance of a genuinely bizarre position,
namely, that we alone among animal species have somehow managed to achieve
independence from our evolutionary history.

Plomin and his colleagues even assert that: “[T]he behavioral genomic
level of analysis may be the most appropriate level of understanding for
evolution because the functioning of the whole organism drives evolution.
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That is, behavior is often the cutting edge of natural selection” (2003:533,
emphasis added).

Evolutionary logic tells us that if criminal behavior is normal, it must
have conferred some evolutionary advantage on our distant ancestors.
However, because modern environments are so radically different from
the hunter/gatherer environments in which our evolutionary history
began, many traits selected for their adaptive value at that time may not
be adaptive today. It is important to realize that it is the traits underlying
criminal behavior that are the alleged adaptations, not the specific acts;
genes do not code themselves for burglarizing a house or stealing a car
(Rowe, 1996).

There are a number of evolutionary theories of crime, all of which
focus on reproductive strategies. There are two ways in which members of
any animal species can maximize reproductive success: parenting effort
and mating effort. Parenting effort is the proportion of reproductive
effort invested in rearing offspring, and mating effort is that proportion
allotted to acquiring sexual partners. Because humans are born more
dependent than any other animal, parenting effort is particularly import-
ant to our species. The most useful traits underlying parenting effort are
altruism, empathy, nurturance, and intelligence (Rowe, 2002).

Although humans invest more in parenting effort than any other spe-
cies in terms of both length of care and in the use of the unusual pattern
of biparental care (very few animal species employ biparental care), there
is considerable variation within the species. Gender constitutes the largest
division due to gender differences in obligatory parental investment.
Female parental investment necessarily requires an enormous expenditure
of time and energy, but the only obligatory investment of males is the time
and energy spent copulating. Reproductive success for males increases
in proportion to the number of females to whom they have sexual access,
and thus males have evolved a propensity to seek multiple partners.
Mating effort emphasizes quantity over quality (maximizing the number
of offspring rather than nurturing a few), although maximizing offspring
numbers is obviously not a conscious motive of any male seeking sex.

Ancestral female reproductive success rested primarily on their ability
to secure mates to assist them in raising offspring in exchange for exclusive
sexual access, and thus human females evolved a much more discriminat-
ing attitude about sexual behavior (Fisher, 1998; Geary, 2000). The inher-
ent conflict between the indiscriminate male mating strategy and the
discriminating female mating strategy drove the evolution of traits such as
aggressiveness, and the lowering of trait levels (relative to female levels)
such as empathy and constraint that help males to overcome both male
competitors and female reticence. The important point to remember is
that although these traits were designed by natural selection to facilitate

Introduction to Biosocial Criminology 17



mating effort, they are also useful in gaining non-sexual resources via
illegitimate means (Quinsey, 2002; Walsh, 2006).

Conversely, traits that facilitate parenting effort underlie other forms of
prosocial activity: “[C]rime can be identified with the behaviors that tend
to promote mating effort and noncrime with those that tend to promote
parenting effort” (Rowe, 1996:270). Because female reproductive success
hinges more on parenting effort than mating effort, females have evolved
greater strength of the traits that facilitate it (e.g., empathy and altruism),
and weaker strength of the traits unfavorable to it (e.g., aggressiveness,
dominance seeking) than males. Evolutionary biologists claim that sex-
based differences in parental investment are the ultimate causes of gender
behavioral differences (Mascaro, et al., 2002; see also Campbell, Chapter 6,
this volume). Of course, both sexes engage in both mating and parenting
strategies, and both follow a mixed mating strategy at different times. It is
only claimed that mating behavior is more typical of males and parenting
effort is more typical of females.

Empirical research supports the notion that an excessive concentration
on mating effort is linked to criminal behavior. A review of 51 studies
relating number of sex partners to criminal behavior found 50 of them to
be positive, and, in another review of 31 studies, it was found that age of
onset of sexual behavior was negatively related to criminal behavior (the
earlier the age of onset, the greater the criminal activity) in all 31 (Ellis &
Walsh, 2000). A British cohort study found that the most antisocial 10 per-
cent of males in the cohort fathered 27 percent of the children (Jaffee, et al.,
2003), and a recent molecular genetic study found the same genes that
were significantly related to number of sexual partners were also signifi-
cantly related to antisocial behavior (Beaver, et al., 2008). Finally, anthro-
pologists tell us that there are striking differences in behavior between
members of cultures that emphasize either parenting versus mating strat-
egies. Males in cultures emphasizing mating effort the world over exhibit
behaviors (low-level parental care, hypermasculinity, transient bonding,
etc.) considered antisocial in western societies (Ember & Ember, 1998).

The Neurosciences

The neurosciences encompass several interrelated disciplines that exa-
mine the anatomy, physiology, and chemistry of the brain to explore the
degree to which observed brain variations are correlated with a variety
of physical, psychological, and behavioral syndromes, including criminal-
ity. Toward this end, neuroscientists use a variety of devices ranging
from electroencephalograms (EEGs) to sophisticated neuroimaging tech-
niques such as magnetic resonance imaging (MRI), functional magnetic
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resonance imaging (fMRI), positron emission tomography (PET), and
single photon emission computed tomography (SPECT). These tech-
niques reveal either the structure (gross anatomy) or the functioning
(the processing of information) of the brain. These techniques have
revealed many of the brain’s secrets, but the secret most welcomed by
social sciences from neurosciences is the same as that which comes from
the genomic and evolutionary sciences—we are designed to be exquisitely
responsive to the environments we find ourselves in.

Criminologists do not have to be experts in neuroscience anymore than
they have to become experts in genetics or evolutionary biology to under-
stand what neuroscience can do for us. Thankfully, we only have to
learn a few rudimentary facts about anatomical brain structures and how
they function, and about a very limited number of neurotransmitters.
There are a number of ways of dividing up the brain, but in terms of
evolutionary sequence the brain’s three main divisions are the reptilian
system, the oldest and most primitive part; the limbic system, the emo-
tional center of the brain which evolved along with maternal care; and the
neocortex, the latest evolutionary addition, the rational, thinking part of
the brain. Among the major brain structures and their functions to be
encountered and more fully explained in later chapters are the following:

Amygdala: Part of the limbic system; plays a primary role in the pro-
cessing and memory of emotions, and is especially implicated in
fear conditioning.

Cingulate gyrus: Part of the limbic system involved with emotion
formation and processing, learning, and memory.

Neurotransmitters: These are chemical messengers that shunt infor-
mation across neural networks. The most important of these trans-
mitters for criminologists to understand are dopamine, serotonin,
and norepinephrine.

Nucleus accumbens: Part of the limbic system; plays an important
role in the experience of pleasure and strongly implicated in addic-
tions of all kinds.

Prefrontal cortex: Part of the neocortex; the seat of evaluation and
judgment of thoughts and emotions.

Reticular activating system: Part of the reptilian system; the “gateway”
system of cortical arousal.

The Brain’s Responsiveness to the Environment

Regardless of whether the stimulus for any behavior arises from within the
person or from the person’s environment, that stimulus is necessarily
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funneled through the brain for evaluation before a response is emitted.
Although the brain is only about 2 percent of body mass, it consumes
20 percent of the body’s energy as it perceives, evaluates, and responds to
its environment (Shore, 1997). This marvel of evolutionary design is the
chief executive officer of all that we think, feel, and do. The human brain
accomplishes all that it does via intricate networks of about 100 billion
communicating neurons sorted into systems of domain-specific neural
modules. The evolutionarily more primitive parts of the brain (the brain
stem) come “hardwired” at birth, but the development of the higher brain
areas (the cerebral cortex) depends to a great extent on environmental
“software” downloaded after birth in response to experience.

Of course, the genes must specify the architecture of the brain and
manufacture all of the necessary substances to keep it running in the same
way for everyone (50 to 60 percent of all human genes are believed to be
involved in the development of the brain [Shore, 1997]); it is the patterns
of interconnections of the brain wiring that is downloaded by environ-
mental experience. Because many neural connections reflect experience,
in many ways the environment shapes the brain in its own image. Genes
carry an immense amount of information, but they are far too few in
number to completely specify the trillions of connections the billions of
neurons will eventually make with one another. If only genes were respon-
sible for specifying neural connections, we would be hardwired drones
unable to adapt to novel situations, and our human environments are
much too complex for hardwired brains.

Neuroscientists distinguish between two brain developmental pro-
cesses: experience expected and experience dependent (Edelman, 1992).
Experience-expected development relies on mechanisms that are hard-
wired to “expect” exposure to certain environmental experiences. These
mechanisms reflect the phylogenic history of the species. Experience-
dependent mechanisms reflect the malleability or plasticity (the ability
of the brain to calibrate itself to the environment) of the individual brain.
To put it another way, every member of a species inherits species-typical
brain structures and functions that are produced by a common species
gene pool, but individuals vary in brain functioning as their genes interact
with the environments they encounter to construct those brains (Depue &
Collins, 1999; Pinel, 2003).

The experience-expected process, furthermore, reminds us that the
human mind is not a blank slate that must learn everything through
experience; it is fertile with built-in assumptions about the nature of the
species-relevant environments that it will encounter. We attend to some
kinds of information more readily than to others because we possess such
inbuilt assumptions. This selectivity reflects evolved neural preparedness
to capture and incorporate environmental information that is vital to
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normal development. Natural selection has recognized that certain devel-
opmental processes and abilities such as sight, speech, depth perception,
affectionate bonds, certain fears and aversions, mobility, and sexual
maturation are vital, and has provided mechanisms designed to take
advantage of experiences occurring naturally within the normal range of
human environments to activate them at appropriate junctures across the
life course.

Pre-experiential brain organization frames our experiences so that we
will respond consistently, stereotypically, and adaptively to vital stimuli.
Natural selection has removed heritable variation for these processes
making them stable across all members of a species. The upshot is that all
animals (including humans) have decision-making algorithms crafted by
natural selection to perceive and sort stimuli into positive and negative
categories according to their potential for harming or assisting them in
their survival and reproductive goals and to respond to them accordingly.
We make these selections and respond so automatically that the process is
often referred to as “instinctual,” which is exactly what it is.

Whereas the neural wiring involved in experience-expected develop-
ment is identical across the human species, experience-dependent brain
wiring varies depending on the kinds of physical, social, and cultural
environment individuals encounter. It is not an exaggeration to say that
“experience-dependent processes are central to understanding personality
as a dynamic developmental construct that involves the collaboration of
genetic and environmental influences across the lifespan” (Depue &
Collins, 1999:507). Although brain plasticity is greatest in infancy and
early childhood, a certain degree is maintained throughout the lifespan so
that every time we experience or learn something, we shape and reshape
the nervous system in ways that could never have been preprogrammed.
The message neuroscience has for us is that the experiences we encounter
strongly influence the patterns of our neural connections, and thus the
content of our subsequent experiences (Pinel, 2003).

All this means that neural network connections are continually being
built and selected for retention or elimination in use-dependent fashion.
That is, selection is governed by the strength (defined in terms of the
emotional content of the experience) and frequency of experience in a
process that has been termed neural Darwinism by Nobel Prize winner,
Gerald Edelman (1992). The process of neural Darwinism helps us to
understand in physical (not just psychological) terms how events with
strong emotional content experienced with some frequency come to form
a person’s behavioral patterns. A pattern of behavior of particular interest
to criminologists is violent behavior.
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Violence and the Brain

Neural networks that are most stimulated during the earliest years when
the brain is more pliable biases the selection process (Seth & Baars, 2005).
This is why early bonding and attachment are so vital to human beings,
and why abuse and neglect of children is so injurious; experience is phys-
ically captured by the brain in ontogenetic time just as adaptive behavior
is physically captured by the genome in phylogenetic time. Chronic stress
resulting from abuse/neglect can produce neuron death via the produc-
tion of stress hormones, high levels of which lead to cognitive, motor, and
social development delays (Schore, 2001).

Anyone doubting the primacy of childhood experiences over later
experiences should mark the neuroscience truism as stated by Perry and
Pollard (1998:36, emphasis added): “Experience in adults alters the organ-
ized brain, but in infants and children it organizes the developing brain.”
Because neural pathways laid down early in life are more resistant to
elimination than pathways laid down later in life, brains organized by
stressful and traumatic events tend to relay subsequent events along the
same neural pathways. A brain organized by negative events is ripe for
antisocial behavior because established neural pathways are activated with
less provocation than is required to engage less established pathways. The
stability of neural pathways established in early childhood relative to those
established later in life is why we took issue with Sampson and Laub’s
(2005) dismissal of the prime importance of early childhood for under-
standing many kinds of subsequent behavioral outcome. Sampson and
Laub are completely correct, however, in their assertion that early experi-
ence does not have to doom children to enduring difficulties because the
nature–nurture interplay is a constant source of development and change
across the life-course.

If children’s brains develop in violent environments, they expect hostil-
ity from others and behave accordingly. By doing so, they invite the very
hostility they are on guard for, thus confirming their beliefs that the world
is a dangerous and violent place, thus setting in motion a vicious circle of
negative expectations and confirmations (Niehoff, 2003; Volavka, 2002).
Children in our inner cities witness violence on an almost daily basis. For
instance, 33 percent of inner city Chicago schoolchildren said they had
witnessed a homicide and 66 percent a serious assault (Osofsky, 1995).
Witnessing and experiencing violence on a consistent basis gouges the
lesson on the neural circuitry that the world is a hostile place in which one
must be prepared to protect one’s interests by violent means if necessary.

This is not to say that violence is irrational and maladaptive; it is more
rational in some environments than in others. Having a reputation for
violence would have been an asset in evolutionary environments in which
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you couldn’t call 911 when someone was threatening you because others
would be aware of your reputation. Even in today’s environments where
one is expected to take care of one’s own beefs, violence or credible threats
of violence works to let any potential challenger know that it would be in
his best interests to avoid you and your resources and look elsewhere. All
this is why a “bad ass” reputation is so valued in so-called subcultures,
why those with such a reputation are always looking for opportunities to
validate it, and why it is craved to such an extent that: “Many inner city
young men . . . will risk their lives to attain it” (Anderson, 1994:89).

Natural selection has provided us with the ability to switch to a violence
mode quickly when we have reason to believe that things we value may
be taken from us. Such a switch is most useful today in disorganized
neighborhoods in which a tradition of settling one’s own quarrels without
involving the authorities is entrenched; that is, in neighborhoods in which
social institutions that control, shape, and sublimate violent tendencies
are absent or enfeebled. Natural selection has favored flexibility over fixity
of human behavior, which is why behaving violently is very much contin-
gent on environmental instigation. The evolutionary point of view shares
the neuroscience point of view that the major long-term factor in violence
instigation is how much violence a person has been exposed to in the past.
As Gaulin and Burney (2001:83) explain, when many acts of violence are
observed: “[T]here is a feedback effect; each violent act observed makes
observers feel more at risk and therefore more likely to resort to preemptive
violence themselves.”

Reward Dominance and Prefrontal Dysfunction Theories

Reward dominance theory is a neurological theory based on the prop-
osition that behavior is regulated by two opposing mechanisms, the
behavioral activating system (BAS) and the behavioral inhibition system
(BIS). The BAS is associated with the neurotransmitter dopamine and
with pleasure areas in the brain, most notably the nucleus accumbens
(Gove & Wilmoth, 2003). The BIS is associated with serotonin and with
brain structures that govern memory (Goldsmith & Davidson, 2004).
Dopamine facilitates appetitive goal-directed behavior and serotonin
generally modulates or inhibits behavior (Depue & Collins, 1999).

The BAS is sensitive to reward and can be likened to an accelerator
motivating a person to seek rewarding experiences. The BIS is sensitive to
threats of punishment and can be likened to a brake that stops a person
from going too far too fast. A normal BAS combined with a faulty BIS, or
vice versa, leads to an impulsive person with a “craving brain” that can
lead him or her into all sorts of physical, social, moral and legal difficulties,
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by becoming addicted to pleasures such as food, gambling, sex, alcohol,
drugs, and even risky endeavors such as crime (Gove & Wilmoth, 2003;
Ruden, 1997).

While the normal brain state is to be more or less equally sensitive to
both reward and punishment (in state of dopamine/serotonin balance),
in some people one system dominates the other. The theory asserts that
criminals, especially chronic criminals and psychopaths, have a dominant
BAS, which tends to make them overly sensitive to reward cues and
relatively insensitive to punishment cues (Franken, et al., 2005). Reward
dominance theory provides us with hard physical evidence relating to
the concepts of sensation seeking, impulsiveness, and low self-control,
concepts that figure strongly in much current criminological thinking,
because each of these traits is underlain by either a sticky accelerator
(high dopamine) or faulty brakes (low serotonin).

A third system of behavior control is the flight/fight system (FFS)
which is chemically under the control of epinephrine (adrenaline). The
FFS is part of the autonomic nervous system that mobilizes the body for
vigorous action in response to threats by pumping out epinephrine. Fear
and anxiety at the chemical level is epinephrine shouting its warning:
“Attention, danger ahead; take action to avoid!” Having a weak FFS
(low epinephrine) that whispers rather than shouts its warning com-
bined with a BAS (high dopamine) screams to “Go get it,” and a BIS
(low serotonin) too feeble to object, is obviously very useful when pursuing
all kinds of criminal and antisocial activity.

Another neurologically specific theory of criminal behavior is pre-
frontal dysfunction theory. As already mentioned, the prefrontal cortex
(PFC) is responsible for a number of functions such as making moral
judgments, planning, analyzing, synthesizing, and modulating emotions.
The PFC provides us with knowledge about how other people see and
think about us, thus moving us to adjust our behavior to consider their
needs, concerns, and expectations of us. These PFC functions are collect-
ively referred to as executive functions (Fishbein, 2001), and are clearly
involved in prosocial behavior. If the PFC is compromised in some way,
the result is often antisocial behavior.

Brain imaging studies consistently find links between PFC activity
and impulsive criminal behavior. A PET study comparing impulsive
murderers with murderers whose crimes were planned found that the
former showed significantly lower PFC and higher limbic system activity
(indicative of emotional arousal) than the latter and other control subjects
(Raine, et al., 1998). It is important to note that these findings relate
to acts of impulsive reactive violence, not planned proactive violence.
Cauffman, et al. (2005) combined reward dominance and PFC dysfunc-
tions theories in a large-scale study of incarcerated and non-incarcerated
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youths in California and found that seriously delinquent offenders have
lower resting heart rates (indicative of low fear and thus low FFS func-
tioning) and performed poorly relative to non-delinquents on various
cognitive functions performed by the PFC.

Other studies have combined brain imaging and genetics to arrive
at interesting conclusions which strongly support these two theories
(Davidson, et al., 2000; Yacubian, et al., 2007). Such studies typically assess
reward system activation in the brain using fMRI brain scans and then
correlate variation in activation with variation in dopamine-regulating
polymorphisms. Neurogenomic studies sometimes correlate the response
patterns with behaviorally relevant traits of interest to criminologists
such as sensation seeking, impulsiveness, and addiction. The integration
of the brain and genomic sciences, and their attention to the behav-
ioral concerns of criminology should be extremely gratifying to all
criminologists concerned with the future of their discipline.

Figure 1.1 Biosocial Approach to Behavior in a Nutshell.
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The Biosocial Approach in a Nutshell

Figure 1.1 provides a “nutshell” model of the biosocial approach to
human behavior. It names the disciplines that contribute to the biosocial
approach, identifies some major concepts from them, and provides com-
mentary on each. The figure tells us that we must look at all levels of
explanation—from the social to the genetic, and from the distant evo-
lutionary to the most immediate situation—if we wish to understand
human behavior. Our evolutionary history has provided us with the same
species-specific human nature, which is underlain by genes. However,
these genes come in different versions (polymorphisms) that provide each
person with a unique genotype, which lead to different temperaments and
trait variation. Genotypical differences are modified by developmental
histories. Nature and nurture combine to produce personality, variations
which lead individuals to seek and/or be exposed to different situa-
tions and experiences. These situations and experiences further mold each
person’s ongoing development as they interpret and respond to them in
their own way.
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2

Criminal Behavior from Heritability to
Epigenetics: How Genetics Clarifies the Role of
the Environment
Anthony Walsh

Biosocial approaches include looking at the contribution of genetic vari-
ation to phenotypic variation in criminal behavior, which is unacceptable
to many sociologically trained criminologists as reductionist. Perhaps the
two biggest fears about reductionism are that it privileges biological
mechanisms at the expense of environmental factors as explanations of cri-
minality, and that mechanistic accounts ignore context and thus the mean-
ing of situations and things. I argue that reductionist accounts augment
and strengthen, not compete with, holistic accounts, and that paradoxic-
ally they more forcefully underline the importance of the environment
than do accounts that only emphasize the environment.

Reductionism is the process of examining a complex phenomenon at
a more fundamental level. For the most part, sociologists have been
inveterate antireductionists since the appearance of Durkheim’s famous
dictum that the cause of social facts “should be sought among the social
facts preceding it” (1982:110). Most modern sociologists are more thor-
oughgoing “social factists” than Durkheim was, having interpreted the
dictum as an authoritative disavowal of other sources of human behavior
rather than as a statement defining the initial boundaries of their discip-
line (Udry, 1995). Durkheim himself was less parochial about nonsocial
causes of human behavior than his latter-day disciples: “From the fact that
crime is a phenomenon of normal sociology, it does not follow that that
the criminal is an individual normally constituted from the biological and
psychological points of view” (1982:106), and wrote of the “criminal
character” as a person who has diverged “from the collective [social] type”
(1982:101).

To explain something we have to discover its causes, and to discover its
causes we have to look at its constituent parts. We can never discover the
causes of something by looking up the hierarchy at the larger things of
which it is a part. Descriptive observation is only the first step in charac-
terizing the phenomenon one is studying, but some never go beyond this.



For instance, criminologists often make claims that such variables as age
or gender explain a certain amount of variance in antisocial behavior. Age
and gender are certainly predictors of antisocial behavior, but identifying
young males as more prone to antisocial behavior than females or older
males is a descriptive statement, not an explanation. What we would like
to know is why young males everywhere and always are more prone to
antisocial behavior than females and older males. To do this requires
proximal genetic and neurohormonal explanations of age and sex differ-
ences, and ultimate evolutionary explanations of why they exist in the first
place.

It is true that there are times when holistic accounts are more coherent
than reductionist accounts, and that the interaction of the individual
elements of a system (atoms, molecules, cells, people) produce effects
not readily predictable a priori from their constituent parts. Fluctuating
crime rates cannot be explained by appealing to genes and hormones;
explanations for crime rates require traditional sociological, political, and
economic explanations. It is also true that propositions about biological
entities such as genes, hormones, and neurons do not contain terms that
define the most important aspects of the human condition (e.g., love,
justice, morality) at their most meaningful level. What biological entities
do is identify and elucidate mechanisms underlying these abstractions.
Only when mechanisms are discovered and understood can we begin to
reasonably understand scientifically the holistic phenomena they underlie.

However, we must be careful that we do not lose meaning as an essential
component to understanding behavior by an overemphasis on mech-
anistic accounts. I would condemn what Daniel Dennett (1995:82) calls
a “greedy reductionist” (a person who skips over several layers of higher
complexity in a rush to fasten everything securely to a supposedly solid
foundation) just as surely as I would a naive antireductionist. Nonetheless,
science has made its greatest strides when it has picked apart wholes to
examine the parts to gain a better understanding of the wholes they con-
stitute. As Matt Ridley (2003:163), the heavyweight champion of nature
via nurture has opined: “Reductionism takes nothing from the whole; it
adds new layers of wonder to the experience.”

The natural and physical sciences accept reductionist and holistic
accounts as complementary, not as zero-sum competitors. Holistic descrip-
tions of phenomena existed in the natural sciences long before their
underlying mechanisms were discovered and elucidated. Holistic theories
are not abandoned when reductionist theories arrive as long as they main-
tain consistency with them. Cell biologists are aware that they are dealing
at some level with atoms, but they also know that there are properties
of the cell that cannot be easily deduced from those particles a priori.
Biologists understand the atomic structure of the cell, but they also
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require functional explanations of the whole cell, and how cells fit together
into networks to form the organism. Useful observations and hypotheses
go in both directions in the hard sciences, such as from quarks to the
cosmos in physics and from nucleotides to ecological systems in biology.

A typical social scientist’s annoyance with reductionist explanations
is exemplified by Jerome Miller’s ironic appeal for further reductionism
to rescue him from them: “If there is a criminal gene, or a combination
thereof, let us see it or them—not a factor analysis or artificial constructs
like g, but in a microscope.”1 If we can’t show Miller genes “for” criminal-
ity under a microscope, then he declares that “it might be well for politi-
cal scientists, mathematicians, and ‘behavior geneticists’ to hold their
tongues, and their pens” (1996:210). This tough statement displays ignor-
ance about how science is conducted and about the operating principles
of psychometrics and behavior genetics, the discipline he places in sneer
quotes.

No biosocial scientist has ever expressed the nonsensical notion that
there are genes “for” crime, so Miller knows that we won’t find such
creatures by rummaging around among our chromosomes. Genes are
recipes for making proteins; they are not “for” crime or “for” any of the
traits that make crime more probable. Genes said in shorthand to be “for”
something unwelcome (alcoholism, schizophrenia, etc.) are typically rare
alleles (alternate forms of a gene), mutations, or gene regulatory aberra-
tion. As indicated in Chapter 1, evolutionary logic avers that genes that
increase the probability of criminal behavior were selected to assist male
mating effort. Once the mechanisms underlying traits useful to mating
effort are in place, however, they can serve purposes other than those for
which they were designed. These traits are normally distributed around a
population mean and tend to be associated with antisocial behavior only
if the secretion patterns of the gene products underlying them depart too
radically from the mean or the person possesses receptors that are hyper- or
hypo-receptive to them (Moffitt, 2005).

If physical and natural scientists had insisted that explanations must
always focus on whole systems and not on their component parts and if
they had the flat and censorious perspective displayed by some social
scientists, they would not have made the spectacular gains that they have.
Take the concept of the atom, for instance. Although the idea has been
around at least since Democritus (460–370 ), our modern conception
of it is derived from John Dalton in 1805. Dalton arrived at his notion of
the atom from observing that there are some substances (oxygen, sulfur,
iron, etc.) that could not be broken down, and therefore such substances
were “elementary.” He intuited that these elements had their own peculiar
kinds of atom, and although he could not see them he did not hold his
tongue or his pen because the atomic notion (the ancient idea that atoms
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are the smallest irreducible part of a substance) had heuristic qualities that
enabled him to provide a rudimentary explanation of his observations.

From then on chemists began to systemize these elements, and, in 1869,
Dmitri Mendeleev arranged them in his famous periodic table according
to their atomic (still unseen) number, which proved invaluable to chem-
istry theorizing (Knight, 1992). Throughout the 19th and into the 20th
century scientists debated whether atoms really existed or were simply a
useful idea. In a manner reminiscent of many modern sociologists’ atti-
tude toward biology, a significant number of chemists, fearful of the intru-
sion of physics into their discipline, even tried to get the whole atomic
idea banished (Walsh, 1997). Albert Einstein’s mathematical treatment
based on the kinetic theory of matter put paid to the debate for most
scientists in 1905 when he explained the erratic jiggling of pollen grains
suspended in water observed through a microscope (Brownian motion) as
the random movement of atoms. But we still could not see atoms until the
invention of the scanning tunneling microscope in 1981, which made it
possible to photograph them, and thus to finally see them.

Heritability and What it Tells us about the Environment

Our ideas about the relationship of genes to human behavior has pro-
ceeded like this, beginning with Francis Galton, the first person to system-
atically study heredity and human behavior. Much like Dalton, Galton
intuited that an unseen “something” accounted for greater similarity of
traits observed as we move along the continuum from unrelated pairs of
individuals to monozygotic twins. With the concept of the gene (which
appeared in 1909, 2 years before Galton’s death) as the agent of transmis-
sion of traits from parent to offspring to work with, scientists began to
look for differences in quantitative traits among people with various
degrees of genetic relatedness. Heritability estimates are a way of doing
this. If correlations between pairs of individuals on a given trait did not
increase systematically with increases in genetic relatedness, heritability
coefficients (h2) significantly different from zero could not be calculated.

Like Brownian motion observations, a heritability coefficient does not
enable us to see what is underlying it. We see only that the degree of
genetic sharing and the degree of phenotypic similarity are correlated. In
fact, we consistently observe that it makes little difference in terms of
phenotypic similarity in cognitive and personality traits whether monozy-
gotic (MZ) twins are reared together or apart, and that MZ twins reared
apart are far more similar on these traits than are dizygotic (DZ) twins
reared together (Wong, et al., 2005). Today, every imaginable trait and
characteristic has been found across all cultures to be heritable to some

Anthony Walsh32



extent (Rutter, 2007). As an indirect measure of genetic affects, heritability
does not inform us of causal mechanisms, but it would require the most
bizarre of assumptions to conclude that genes had no affect on the ways
humans think and act in the light of such consistently found and highly
robust evidence.

Heritability and Environmentality

At the same time that behavior geneticists provide information about the
genetic underpinnings of human traits and characteristics, they are also
providing the best possible evidence for the importance of the environ-
ment (Plomin, 2000). As Baker, et al. (2006:44) put it: “[T]he more we
know about genetics of behavior, the more important the environment
appears to be.” Heritability coefficients for most traits related to antisocial
behavior are typically in the .20 to .80 range, and for antisocial behavior
itself, two meta-analyses concluded that they are in the .40 to .58 range
(Miles & Carey, 1997; Rhee & Waldman, 2002), with h2 being higher in
adult than in juvenile populations because of the high base rate of juvenile
offending. Because 1 − h2 = environmentality (c2), environmental
factors must account for between 40 and 60 percent of the variance in
antisocial behavior, although just like h2, c2 does not inform us of what
these factors are.2

The practice of apportioning variance gives rise to the notion that genes
and environments are separate entities as expressed in phenotypes, and to
questions about whether genes or environment is more important in this
or that trait. This is like asking if hydrogen or oxygen is more important to
rain or if width or length is more important to the rectangular garden it
falls on. Because it takes two hydrogen atoms for every oxygen atom in a
raindrop, or because the length of the garden is twice that of the width
does not mean that one is more important than the other. Without the
two components working together we have only two gases and two lines,
not rain and rectangles. Genes and environments are separate entities as
are hydrogen and oxygen, and can be analyzed as such, but when they have
worked their magic and produced a phenotype they are no more separ-
able than hydrogen and oxygen are when talking about the water they
produce. David Lykken (1995:85) put it more colorfully when he wrote
that without an environment our genotypes would create “nothing more
than a damp spot on the carpet.”

Heritability provides only an index of actualized genetic effects in
a population in a particular environment at a particular time, and what-
ever the unactualized potential may be it cannot be inferred from h2

(Bronfenbrenner & Ceci, 1994). Different environments provide different
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opportunities for genetic potential to be realized. For instance, disadvan-
taged environments suppress the expression of genes associated with
prosocial traits such as IQ and permit the expression of genes associated
with antisocial traits such as aggression. Advantaged environments oper-
ate on the genes in the opposite direction. Intelligence is like a flower—it
needs cultivating to grow. In disadvantaged families, parents are typically
unwilling or unable to tap the intellectual potential of their children or
provide them with the tools (proper nutrition, books, personal mentor-
ing) and thus it does not flower. By the same token, aggression is like a
weed. It will flourish without proper care and attention given to the pre-
ventative monitoring of children’s behavior, i.e., doing nothing allows it to
grow. In advantaged environments, parents typically strive to cultivate the
flower of intelligence and uproot the weed of aggression. Thus, heritability
coefficients for IQ and aggression should be higher in advantaged than in
disadvantaged environments.

This is what we see. Rowe, et al. (1999) found heritability coefficients
for IQ of .74 and .26 in advantaged and disadvantaged environments,
respectively, and Turkheimer and colleagues (2003) found heritability
coefficients for IQ of .72 and .10 in advantaged and disadvantaged environ-
ments, respectively. Similarly, Rowe, et al. (1999) found a higher heritability
coefficient (0.65) for aggression among adolescents who were one standard
deviation above the mean on a measure of family and school “warmth”
than on adolescents one standard deviation below the mean (0.13). Most
of the variance in both IQ and aggression in disadvantaged environments
is accounted for by non-shared environment rather than by shared
environment.

Shared (or common) environment refers to the environment experi-
enced by children reared in the same family (parental SES, religion,
values and attitudes, parenting style, family size, intactness of home, and
neighborhood) and assumed to make them similar. Non-shared (or
unique) environment refers to environmental experiences that make
children from the same family different. Non-shared environment can be
familial or extra-familial. Familial non-shared variables include gender,
birth order, perinatal trauma, illness, and parental favoritism. Extra-
familial non-shared factors include having different peer groups and
teachers, experiencing a different, time-dependent, culture, and any other
idiosyncratic experiences.

Various environmental features may sometimes be considered either
shared or non-shared. For instance, parenting style may not be uniform
for all siblings, and may be more a function of the evocative style of each
child than anything else. This is supported by studies showing that mono-
zygotic twins reared apart assess their affective experiences with their dif-
ferent adoptive parents significantly more similarly than dizygotic twins
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reared together (Plomin & Bergeman, 1991). These findings indicate that
just as there is environmental mediation of genetic effects, there is genetic
mediation of environmental effects.

One of the most consistent findings is that shared environmental effects
on cognitive and personality traits, although moderate during childhood,
disappear almost completely in adulthood. This is not to say that parents
have no effect on children apart from the genes they provide them with.
Parental effects on their adult children’s attitudes, values, behavior, and
choice of leisure activities and professions do not necessarily disappear,
although they are surely confounded with genetic effects. It is only averred
that parental effects on personality and cognitive traits that made siblings
somewhat similar while they shared a home fail to survive after the period
of common rearing. The non-shared features of the environment appear
to be much more salient with respect to the formation of an individual’s
personality and cognitive traits. Genetic effects on personality and cogni-
tive traits, however, continue to increase throughout the lifespan (McGue,
et al., 1993).

The more advantaged and egalitarian the environment the more genes
assert themselves (high h2); the more disadvantaged and unequal the
environment the less genes will assert themselves (low h2). Higher herit-
ability coefficients found in advantaged environments does not mean that
environmental influences are less important there than they are in dis-
advantaged environments. Paradoxically, environmental influences may
be more important in the case of some traits. High h2 simply means that
environmental variation is less important to phenotypic variation in
accounting for the correlations between pairs of individuals than genetic
variation. In the case of aggression, it means a stronger genetic “dose” is
required for its expression in advantaged environments precisely because
the environmental controls militating against its expression are so strong.
Likewise, low h2 in disadvantaged environments is telling us that indi-
viduals have roughly similar correlations between their IQ (or aggression)
scores regardless of how genetically similar they are. This tells us that the
environment is suppressing genetic actualization of IQ while encouraging
the expression of aggression even among those with a genetic inclination
to avoid it.

The fact that heritability coefficients are higher for quantitative than for
qualitative traits also bears mentioning. Quantitative traits always require
the shared operation of more genes than qualitative traits, which means
that there is no direct genetic route from genes to any quantitative trait
such as IQ and aggression. Criminality, for instance, is a quantitative
variable that is itself an amalgam of other quantitative variables such as
negative emotionality, impulsiveness, egoism, low empathy, sensation
seeking, and many others traits that make a person less than desirable as a
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friend, mate, or employee. Thus heritability coefficients computed “for”
criminality are actually capturing a wide variety of correlated sub-traits just
as Spearman’s g is capturing a range of different but correlated cognitive
abilities.

Gene/Environment Correlation and Interaction

It is a central tenet of evolutionary biology that all living things are
designed to be responsive to their environments. Genes, organisms, and
environments form a complex interacting whole; if we miss the inter-
action the whole thing evaporates and we are reduced to chasing ghosts.
In the process of these three-way interactions, individuals create micro-
environments by their purposeful activities. The environments people
create will be attuned (correlated with) their genetic proclivities since it is
not reasonable that people would create environments at odds with their
genetic inclinations.

Concepts such as gene/environment correlation (rGE) and gene/
environment interaction (G × E) have yielded enormous benefits to our
understanding of the environment’s role in shaping behavior. The rGE
concept means that genotypes and the environments they find themselves
in are not random with respect to one another. For good or bad, parents
provide their offspring with genes for traits and environments conducive
to their expression (passive rGE). The constant interplay between genes
and environments informs us of how what may initially be only a small
genetic affect for a trait snowballs into large phenotypic affects as we select
and create environments compatible with our genetic propensities and as
others react to us on the same basis. Differential environmental exposure
results in a multiplier effect on the phenotype (Dickens & Flynn, 2001),
and can be captured by the old saying that “miseries multiply and advan-
tages aggregate.” The multiplier effect reinforces what we said earlier
about a high h2 not implying the lack of environmental effects, but rather
the opposite.

G × E is about differential sensitivity to the environment based on
genotype and is captured by the saying “the heat that melts the butter
hardens the egg.” Because genes affect differential exposure to environ-
mental risks via active rGE and differential susceptibility to environmental
risks via G × E, both processes are always operating and difficult to
untangle. In other words, because people self-select into different environ-
ments on the basis of their genetic preferences (active rGE), those who
seek out a particular environment (say, association with delinquent peers)
will be more susceptible to its influence (G × E) than will those there by
happenstance. Once in contact with a criminogenic environment, the
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environment may have unique causal effects of its own on future anti-
social behavior by foreclosing on opportunities to forge prosocial bonds
and on finding other prosocial opportunities.

Studies of rGE and antisocial behavior tend to focus on parenting
practices evoked by the behavior of adopted children (evocative rGE).
Antisocial behavior of birth parents serves as the genetic predictor, and
parenting serves as one dependent variable and children’s aggressive
and conduct disordered behavior as the other (Ge, et al., 1996; O’Connor,
et al., 1998; Riggins-Caspers, et al., 2003). In all studies, adopted children
at genetic risk for antisocial behavior consistently received more negative
(harsh/abusive/neglectful) parenting from their adoptive parents than did
children not at genetic risk. In each case negative parenting was seen as
parental reaction (evocative rGE) to the behavior of their adopted children
(Moffitt, 2005).

G × E studies typically examine the effects of aversive home environ-
ments (marital discord, divorce/separation, substance abuse, neglect/
abuse) on adoptees who are and who are not at genetic risk for antisocial
behavior, again indexed by antisocial behavior of birth parent or parents
(Cadoret, et al., 1995; Riggins-Caspers, et al., 2003). Adverse home
environments lead to significant increases in antisocial behavior for
adoptees at genetic risk, but not for adoptees without such risk. Genes and
environments operating in tandem (interacting) were required to produce
significant antisocial behavior, while neither was powerful enough to
produce it independent of the other. That is, children genetically at
risk for antisocial behavior reared in positive family environments did
not display antisocial behavior, and children not at genetic risk did not
become antisocial in adverse family environments.

Figure 2.1 illustrates passive, evocative, and active gene/environment
correlation and gene × environment interaction. Note that whatever type
of rGE is operating (evocative and active frequently overlap), G × E is
always operating simultaneously.

Figure 2.2 illustrates the intimate interaction with individual criminal
propensities with the environments they find themselves in. The hori-
zontal line represents individual propensity for criminal behavior from
low to high and the vertical line represents environmental instigation to
crime from low to high. Person A has high criminal propensity and will
cross the criminal threshold at almost any level of environmental instiga-
tion; and will seek out and create criminal opportunities (active rGE).
Person B has low criminal propensities and will only cross the threshold
from law-abiding behavior to criminal behavior under strong environ-
mental instigation. Such a person may be someone taking advantage of the
chaos caused by some natural disaster by stealing food or other resources,
or a business executive faced with the opportunity to make millions
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through stock manipulations. Each of these normally law abiding people
under high environmental instigation has taken advantage of opportun-
ities for personal gain that have minimal probabilities of apprehension and
punishment attached to them. Most individuals will be somewhere
between the extremes, of course, and so will most environments.

Molecular Genetics

Unfortunately, behavior genetic studies show only that “something gen-
etic” is operating and generally consider environmental effects to be those

Figure 2.1 Illustrating Passive, Evocative, and Active rGE and G × E Interaction.

Figure 2.2 Environment/Individual Interaction and Criminal Behavior
Threshold.
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effects “left over” after the “something genetic” explained all that it could.
In other words, such studies do not tell us what genes are involved or what
the environmental influences are. Environmental effects are always amen-
able to identification measurement (albeit imperfectly) because we need
little more technology than eyes, paper, pencil, willing subjects, and a
computer, but identifying the precise genes involved had to wait until the
late 20th century and the advances in molecular genetics.

Biosocial criminologists may now go beyond computing heritability
coefficients that only index that “something genetic” is going on and into
the causal world of molecular genetics. Molecular genetics, the study of
the molecular structure and function of genes, is the next step in the
bottom-up search for the genetic contribution to the causes of behavior.
Molecular genetics may rely on heritability studies as the first step because
they are the first indication that genes for the proteins underlying the
trait in question exist (i.e., h2 significantly greater than zero repeatedly
detected). One of the problems with behavior genetic research is that it
requires difficult-to-obtain special samples (twins or adoptees) in order to
calculate heritability coefficients, but advances in technology have made it
possible to go straight to the DNA itself. DNA can be collected and ana-
lyzed from each sampled individual through cheek saliva swabs for about
$10 each. After sampling the DNA, researchers may correlate gene variants
already identified with a trait, or search for multiple candidate genes that
may be associated with a quantitative trait via quantitative trait loci
(QTL) mapping.

A QTL is a locus of closely linked polymorphic genes the alleles of
which are thought to affect variance of targeted quantitative traits such
as intelligence or impulsiveness (Brodkin & Nestler, 1998). QTLs are
detected using either linkage analysis (shared DNA markers among family
members) or allelic association (correlations within a population between
an allele and the trait of interest). Each QTL may have small effect sizes,
but multiple QTLs may be identified and combined into a QTL “set” as
genetic risk factors much like various environmental factors are aggre-
gated into environmental risk factors (Plomin & Asbury, 2005). QLT
risk sets in combination with environmental risk sets determine the level
at which the trait(s) in question (say impulsiveness and anger) is/are
expressed.

After QTLs are identified, the next step is to identify the exact genes
within them affecting the quantitative trait. The level of the challenge
involved depends on the number of genes contained on a particular locus
as well as the complexity of the traits being examined. Some QTLs for
complex traits have effect sizes of only 1 percent or less with a probability
of .01 (Butcher, et al., 2004), making the idea of QTL sets a very good idea
indeed. For instance, a recent genome-wide search found 29 genetic
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markers out of 374 examined for the comorbidity of conduct disorder and
vulnerability to substance dependence (Stallings, et al., 2005).

QTL sets can be combined with environmental risk sets in bottom-up–
top-down fashion to arrive at better understanding of trait expression
(Plomin, 2000). However, it bears emphasizing that having discovered
QTLs related to some trait or capacity means only that we have abstracted
one causal route from a complex system of possible routes, not an
expressway that takes us unerringly straight from genes to behavior.
There is no direct route from genes to nontrivial behavior, only winding
detour-ridden backroads.

As previously noted, in past G × E studies both G and E were usually
latent or at least G was. A growing number of modern studies, however,
have been conducted in which both G and E were specifically identified.
Perhaps the most cited of these studies so far is the longitudinal cohort
study of Caspi and his colleagues (2002). In this study, the measured
environmental risk was verified child maltreatment and the identified
genetic risk was the monoamine oxidase A (MAOA) polymorphism.
(This study and others like it are examined in detail in Chapter 3.)

Epigenetics: The Third Wave

Additional nuances on the interplay of nature and nurture are provided
by the burgeoning science of epigenetics, the “third wave” of genetics.
Epigenetics is putting a whole new face on the meaning of G × E. The
prefix “epi” means on or in addition to, and epigenetics literally means on
or in addition to the genes. Conceptually, epigenetics is “any process that
alters gene activity without changing the DNA sequence” (Weinhold,
2006:163). Epigenetic modifications affect the ability of the DNA code to
be read and translated into proteins. They make the code accessible or
inaccessible or increases or decreases the level of protein products and
thus the reaction range of a gene (Gottlieb, 2007). DNA itself only speci-
fies for transcription into messenger RNA (mRNA) which itself has to be
translated by transfer RNA (tRNA) and assembled by ribosomal RNA
(rRNA). The genes of interest to behavioral scientists are switched on
and off by signals from the organism’s internal chemical environment
and/or by its external physical and social environment according to the
challenges it faces. There are some genes that may be shaped by protracted
internal or external environmental events so that they are permanently
turned on or off by less than the normal environmental instigation
required to do so, or even in the absence of such instigation. This is what is
meant by the alteration of gene activity, and thus the phenotype, without
altering its DNA sequence.
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The epigenetic regulation of genetic activity is accomplished by two
main processes: DNA methylation and histone acetylation, although there
are a number of others. Acetylation involves a groups of atoms called an
acetyl group (CH3CO) attaching itself to histones (the protein cores
around which the DNA is wrapped) which has the effect of “loosening” or
“relaxing” them, which increases the likelihood of genetic expression.
Conversely, deacetylation has the opposite effect (Lopez-Rangel & Lewis,
2006).

DNA methylation occurs when an enzyme called DNA methyltrans-
ferase attaches a group of atoms called a methyl group (CH3) to a cytosine
base (one of the four “letters” of DNA) which prevents the translation of
DNA into mRNA, and hence the protein the gene codes for is not manu-
factured (Corwin, 2004). To grossly simplify with a criminal justice meta-
phor, acetylation is a mechanism that aids and abets gene expression while
methylation arrests it. Both of these processes may occur spontaneously,
but mostly in response to various internal and external signals, and the
resulting regulatory alterations are heritable (thus changes occurring in
one generation are passed onto the next without altering DNA sequences)
but reversible (Lopez-Rangel & Lewis, 2006). At the cellular level epigenet-
ics encompasses the old Lamarkian notion of the inheritance of acquired
characteristics since epigenetic modifications have been shown to be
passed down across generations (Holliday, 2006).

Epigenetics is leading to the idea of genomic plasticity in somatic time
similar to the idea of neural plasticity. Neural plasticity is developmental
because it allows for novel responses as the brain is physically calibrated to
environmental events. Epigeneticists propose that the genome is likewise
calibrated by assimilating environmental events into it, although they are
not proposing that the genome possesses the level of plasticity that the
brain does (Pigliucci, et al., 2006). Put otherwise, epigenetics provides the
software by which organisms respond genetically to their environments
without having to change the DNA hardware.

But what does all this have to do with criminology? The truth is that we
do not know at this juncture because epigenetics itself is only in its
infancy. However, there are many quite suggestive lines of evidence that
may open up whole new vistas for criminologists. For instance, a number
of mental health researchers have been looking into the epigenetic regula-
tion of serotonin and dopamine receptors in the etiology of schizophrenia
and bipolar disorder (Petronis & Gottesman, 2000). A person having an
identical twin with schizophrenia will have about a 50 percent probability
of developing schizophrenia compared with a 1 percent probability in the
general population. While this is indicative of a large genetic effect, given
that MZ twins share 100 percent of their genes, the concordance rate is
low. The search for specific genes that predispose individuals to major
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psychosis has not been productive, and the search for environmental
effects even less so. The search has now shifted to looking for epigenetics
as a possible answer to both the etiology of psychopathology and the
relatively high discordance rates found between genetically identical indi-
viduals (Crow, 2007).

One study of phenotypic discordance for a number of traits among
healthy MZ twins found that MZ twin pairs are virtually epigenetically
indistinguishable in early life. As twins got older they diverged consider-
ably epigenetically, with 50-year-old twin pairs averaging four times the
epigenetic differences than 3-year-old twin pairs (Fraga, et al., 2005). This
indicates that epigenetic alterations accumulate and occur throughout life.
These twins were reared together, so they shared both 100 percent of their
genes and 100 percent of their rearing environment. Thus, epigenetic
alterations have to be attributed to unique environmental (each twin’s
molecular or external environment) events or to stochastic events. It would
be a mistake, however, to attribute phenotypic differences (e.g., schizo-
phrenic/non-schizophrenic) among MZ twins to the usual socio-cultural
environmental factors that mainstream social scientists study (Wong, et al.,
2005). For the biologist environment means everything not transmitted by
the DNA.

The Epigenetics of Nurturing

An important environmental variable that behavioral scientists study is
nurturing because nurturing has long been viewed as critical for the
healthy development of children and the establishment of social bonds.
The highly dependent human infant is adapted to crave contact stimuli
from loving and supportive caretakers as the expected evolutionary
environment of the species. If children do not receive what their neuro-
logical and endocrine structures demand they are vulnerable to a variety
of social, emotional, and behavioral difficulties, as many animal and
human studies have demonstrated (Glaser, 2000).

Being lab scientists, epigeneticists can manipulate both genes and
environments at will to arrive at cause/effect conclusions with a great deal
more confidence than behavioral scientists can. A study by Weaver and his
colleagues (2004) zeroed in on the molecular bases and behavioral con-
sequences of different levels of maternal care among rats. Maternal solici-
tude varies greatly among rat mothers just as it does among human
mothers, with the level of rodent nurturing indexed by the level of pup
licking and grooming (LG) and arch-back nursing (ABN). Examining
high- and low-level nurtured pups as adults, it was noted that offspring
resemble their mothers with respect to temperament and behavior.
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Offspring of high LG/ABN mothers had lower hypothalamic-pituitary-
adrenocortical (HPA) axis responses to stress (as well as a number of other
behaviors such as better memory and learning abilities) and were generally
more socially adept than offspring of low LG/ABN mothers.

A portion of the pups of each litter from each inbred stain was then
cross-fostered (high LG/ABN mothers fostering pups born to low LG/
ABN mothers, and vice versa) to determine how much of this mother/
offspring correlation is attributable to shared genes and how much can
be attributed to the nurturing experience. It was found that in adulthood
cross-fostered pups exhibited temperaments and behaviors resembling
more their adopted mother rather than their biological mother, indicating
that early nurturing experiences have a profound impact on adult patterns
of rat behavior. The next step was to identify the precise mechanisms
involved.

Examining the epigenetic profiles of the high and low LG/ABN pups
researchers found a number of significant differences. High LG/ABN
reduces methylation of glucocorticoid receptor (GRs) genes, the genes that
determine the number of hippocampal GRs an animal will have, and high
levels of GRs means the animal will have greater control of HPA stress
responses. GRs modulate the expression of a variety of neuronal genes and
are vital to neuronal homeostasis, and thus to mental health. Pups
nurtured by high LG/ABN mothers (regardless of biological relationship)
showed significantly greater acetylation of a nerve growth factor in the
hippocampus. Administering a drug called trichostatin to adult rats
nurtured by low LG/ABN mothers negated epigenetic changes and
resulted in their stress responses being indistinguishable from adults that
had been nurtured by high LG/ABN mothers. Thus epigenetic effects can
be pharmacologically reversed.

Implications for Criminology

Can we extrapolate these data to humans? Animal models have often
proved pivotal to our understanding of all sorts of human physical and
psychological problems. Once a biological mechanism has been demon-
strated in one species, it is almost always found to be applicable to others
(Ridley, 2003). Nature is parsimonious: it does not create an entire new
genome every time species branch off from the ancestral line. The lab
mouse has been the medical and biological scientists’ best friend for dec-
ades because mice share about 99 percent of their genome with humans
(Mouse Genome Sequencing Consortium, 2002). Of course, this does not
mean that every gene will have precisely the same effect on mice and
humans: having 99 percent shared DNA does not mean having 99 percent
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identical genetic functioning. Mice pups develop far more rapidly than
human babies, and their “critical periods” for incorporating experience-
expected events into their neurogenomic machinery are far shorter
(Hensch, 2004). For instance, the epigenetic differences occurring as a
function of maternal behavior in the study conducted by Weaver, et al.
(2004) occurred only in the first week of life, after which maternal
behavior had no obvious effects.

The area to which extrapolation of epigenegic data to humans is most
likely to apply is early developmental processes (Rutter, 2007). For instance,
one study looked at Russian and Romanian orphans who had been in
orphanages an average of 16.6 months before being fostered to American
middle-class families for an average of 34.6 months (Wismer Fries, et al.,
2005). Compared with a control group of American children reared by
their biological parents but matched on other important criteria, the fos-
tered children showed significantly lower base levels of the neuropeptides
(a class of chemicals that function as neurotransmitters or hormones that
play roles in information processing) vasopressin and oxytocin (the so-
called “cuddle chemicals”). They also showed significantly lower levels of
them after experimental interaction with their mothers, which normally
increases neuropeptide levels. These results reveal mechanisms that may
account for the well documented fact that children reared without fre-
quent tactile comfort become vulnerable to difficulties in forming secure
relationships with caregivers and forming social bonds in the wider society.
Of course, this outcome is not inevitable since idiosyncratic genetic, epi-
genetic, and experiential processes will create many individual differences
with respect to these outcomes (a small proportion of the adoptees in this
study actually had oxytocin levels higher than the average of the control
group).

No one contends that stress is unequivocally bad; stress is a normal and
necessary part of life. Individuals who experience average levels of stress
during childhood most likely possess brains so calibrated as to better
navigate the travails of life as adults than those who have been assiduously
protected from almost all stress (Meaney, 2001). It is protracted and toxic
stress which does the real damage to vital behavioral regulatory regions
such as the amygdalae and hippocampi. Most intriguing is that the poten-
tial adaptive advantage of stress reaction as a protector against engaging in
antisocial behavior. A number of studies have shown that individuals
raised in criminogenic environments who remain free of their crimino-
genic influences are shy, timid, and evidence hyperactive autonomic
nervous system (ANS) arousal under conditions of threat (Boyce, et al.,
2001; Lacourse, et al., 2006). Such youths are also less likely to commit
antisocial acts than youths reared in non-criminogenic environments
with hyporeactive ANS arousal (Brennan, et al., 1997). In fact, greatly
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reduced ANS response to stressors is one of the best predictors of anti-
social behavior that we have across races, classes, and genders (Raine,
et al., 1997; Walsh, 2002).

We do not know the full range of cognitive, personality, and behavioral
traits that may be subjected to epigenetic alteration, much less epigenetic
inheritance. A number of scientists working in the field are making state-
ments in the popular media indicating that the field may have profound
meaning for human development and behavior. For instance, in a popular
science piece the author (Watters, 2006:75) quotes leading epigeneticist
Michael Meaney as saying: “We’re beginning to draw cause-and-effect
arrows between social and economic macrovariables down to the level of
the child’s brain.” The same piece then quotes Lawrence Harper on epi-
genetic inheritance saying: “If you have a generation of poor people who
suffer from bad nutrition, it may take two or three generations for that
population to recover from that hardship and reach its full potential.” To
the extent that epigenetic effects in humans operate across generations,
they may well be the answer to the seemingly intractable 15-point IQ
mean difference between white and black populations. It is too early in the
epigenetic game to go much beyond speculation, but for my money the
possibilities are about as exciting and intriguing as anything that has come
along in the behavioral sciences in the past 50 years.

Conclusion

The concepts, methods, and research I have addressed here are reduction-
ist in the sense that ever lower levels of scientific investigation were needed
to discover mechanisms, but in another sense they are the antithesis of
reductionism since they have enabled researchers to unite the only two
sources of human phenotypic variation there are: genes and environments.
They have helped to simultaneously look bottom up and top down at the
same time, and that is quintessentially holistic. As Matt Ridley (2003:6)
wrote about unwarranted fears about genes:

Genes are not puppet masters, nor blueprints. They may direct the construction
of the body and brain in the womb, but they set about dismantling and rebuild-
ing what they have made almost at once in response to experience. They are
both the cause and consequence of our actions. Somehow the adherents of the
“nurture” side of the argument have scared themselves silly at the power
and inevitability of genes, and missed then greatest lesson of all: the genes are on
our side.

We are much more than “disposable vehicles,” mere temporary care-
takers of our immortal genes. Genes are at our beck and call, constantly
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Monozygotic (MZ) and dizygotic (DZ) twins reared together constitute the two most common
genetic relationship pairs used to calculate h2. The formula for calculating heritability from correl-
ations obtained from MZ and DZ twins reared together is: h2 = 2(rMZ − rDZ) substituting: h2 =
2(.86 − .60) = 2(.26) = .52.

Subtracting rDZ from rMZ takes away all IQ variance due to common environment and half of
the variance due to common genes [(vCG + vCE) − (1/2 vCG + vCE)]. Thus .26 equals one-half of the
difference (variance) in IQ due to genes. Since it is equal to only one-half, it must be doubled to
arrive at an estimate of the total variance in IQ attributable to genes.

Computing h2 from the MZ and AS (adopted siblings) correlations is a simple subtraction:
h2 = rMZ − rAS, or h2 = .86 − .34 = .52. The genetic relationship for adopted siblings is zero; they
share no common genes. Thus the correlation of .34 between their IQ scores is entirely the result
of their common environment, and the .52 difference between the MZ and AS correlations is
therefore entirely the result of the genetic relatedness of MZ twins.

The common environmental (c2) variance is estimated by: c2 = 2rDZ − rMZ = 1.20 − .86 = .34.
The DZ correlation is doubled to equalize the proportion of variance accounted for by shared
genes with the proportion accounted for by shared genes among MZ twins. Once genetic variance
is eliminated by subtraction, we have only that portion of the variance accounted for by common
environment. Genetics and common environmental experiences together account for 86 percent
of the variance in IQ. The variance accounted for by specific environment (e2) is simply 1 − (h2 + c2).
In the present case, e2 = 1 − (.52 + .34) = .14.

Note that the correlations are not squared. We are not predicting one twin’s score from another;
we are looking at the covariance shared by them. The appropriate estimate of shared variance is r
rather than r2 anytime a relationship is due an underlying latent variable; in the present case,
common genetic structures is the latent variable accounting for the covariance of twins’ IQ scores.
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3

Molecular Genetics and Crime
Kevin M. Beaver

In 1990 an international cast of scientists set out on the mission to
identify the entire set of human genes and to sequence all of the nucleo-
tide bases found in deoxyribonucleic acid (DNA). This long and arduous
task of mapping the human genome was known as the Human Genome
Project (HGP). The promise that the HGP held for science and medicine
was profound. Once the HGP was completed, researchers would be pro-
vided with a large amount of information that could be used to examine
the genetic underpinnings to a range of phenotypes including mental
illnesses, terminal diseases, different types of psychopathology, and anti-
social behavior, among others. Thirteen years after its inception, the HGP
was completed and the end result was one of the most significant
accomplishments in the history of scientific research: the human
genome—and its three billion nucleotide base pairs—was successfully
mapped.

At the outset of the HGP, geneticists estimated that there were
approximately 150,000 genes comprising the human genome. Today that
estimate has been reduced substantially with the most recent figures
suggesting that there are between 20,000 and 25,000 human genes. The
sequencing of the human genome, however, was only the first step towards
understanding the precise ways in which genes are related to human
development and normal life functioning. For example, much remains
unknown about the particular functions that each gene performs and how
different genetic variants translate into phenotypic variation. Even in the
face of these uncertainties an impressive line of genetic literature has
linked specific genes to a broad array of disorders such as attention deficit
hyperactivity disorder (ADHD), depression, alcoholism, and even ano-
rexia and bulimia. But perhaps the most intriguing genetic findings come
from an emerging line of quantitative research that has identified particu-
lar genes that are associated with criminality, aggression, and serious
violence.



This chapter is designed to provide an overview to the molecular genet-
ics of crime. Toward this end, the chapter is divided into two sections.
Given that many criminologists are unfamiliar with human genetics, the
first half of the chapter will introduce the basic concepts and terminology
of genetic research. The second half of the chapter will review some of the
literature that has examined the effects that genetic polymorphisms have
on antisocial and criminal phenotypes. The ways in which genes and the
environment interact to produce behaviors will also be discussed.

Introduction to Genetics

DNA is a chemical code found in the nucleus of every cell except red
blood cells and contains the genetic recipe needed for all living organisms
to form, develop, and live. Each person inherits a unique and distinctive
genetic code transcribed into their DNA and human variation is reflected
in person-to-person differences in DNA. For example, the information
encoded into DNA determines almost every observable physical feature
from hair color and eye color to skin pigment and blood type. It would be
a mistake, however, to assume that DNA is only responsible for creating
variation in physical attributes. Many non-physical phenotypes, such as
shyness, impulsivity, and intelligence, are also partially influenced by
DNA, as the discussion of heritability in the previous chapter made clear.
Before proceeding to an explanation of how DNA creates phenotypic
variation, some additional background about DNA and human genetics
must first be presented.

One of the most recognizable scientific discoveries of the 20th century
is the double-helix structure of DNA. DNA consists of two genetic fibers,
each known as a polynucleotide. As Figure 3.1 reveals, the two polynucleo-
tides are twisted around each other to form a double helix. Nucleotide
bases are aligned along the backbone of each polynucleotide. The nucleo-
tide bases making up DNA come in four different variants: adenine, thy-
mine, cytosine, and guanine. Each nucleotide base is usually referred to by
a one-letter label, where adenine → A, thymine → T, cytosine → C, and
guanine → G. The two polynucleotides are joined together by the nucleo-
tides of one polynucleotide bonding with the nucleotides of the opposite
polynucleotide. The bonding of base pairs, however, is not a haphazard
occurrence, but instead always follows a straightforward and structured
process: A can only pair with T, T can only pair with A, C can only pair
with G, and G can only pair with C. So imagine the following hypothetical
sequence of nucleotides for one polynucleotide:

AACCTAGCGTTAACTTAT
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The sequence of nucleotides for the complementary polynucleotide is
easily deducible by applying the base pair-bonding rules reviewed earlier.
The arrangement of nucleotides for the complementary strand of DNA
would be:

TTGGATCGCAATTGAATA

As shown in Figure 3.1, the bonding together of nucleotides from one
strand of DNA to the complementary strand of DNA holds the two poly-
nucleotides together in the form of a double helix. Of course, the example
presented earlier is extremely simplified using only 18 base pairs, but keep
in mind this same process is at work for the roughly three billion base
pairs found in human DNA.

At various points along the polynucleotides, contiguous base pairs
operate in coordination to perform specialized functions. These groups of
adjacent base pairs working together are called genes. Suppose the follow-
ing sequence of base pairs made up a section of DNA:

CTTAGCCTACGGAAATAC
GAATCGGATGCCTTTATG

Figure 3.1 Structure of DNA.

Source: U.S. Department of Energy Human Genome Project (2001). Retrieved from http://
www.ornl.gov/hgmis
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In this example, if the bold-typed base pairs were identified as working in
concert to carry out a particular task, they would be considered a gene.
Note that, by convention, only one sequence of base pairs (i.e., one poly-
nucleotide) from a gene is usually presented because the complementary
sequence of nucleotides is somewhat redundant. As a result, all the pro-
ceeding examples only provide the base pairs for one strand of DNA. The
example just presented would thus become:

CTTAGCCTACGGAAATAC

News and media outlets are punctuated with headlines proclaiming that
scientists have discovered a gene for X (e.g., a lethal illness) or a gene for
Y (e.g., a personality trait). Actually, however, genes are not for anything;
rather they “only” contain the genetic information needed to code for the
production of proteins. Proteins are complex molecules that are essential
to life and that perform a wealth of duties for the body. For instance, they
form the structure of cells, they supply the body with energy, they are
responsible for eye and hair color, and they produce antibodies that are
needed to fight off infectious bacteria.

Proteins are created by joining together chains of amino acids. Genes
code for the synthesis of amino acids through sequences of three contigu-
ous nucleotide bases. The tri-nucleotide sequence, TGG, for instance,
produces the amino acid tryptophan. The three contiguous nucleotides
that code for the manufacturing of amino acids (e.g., TGG) are called
codons. The 20 different amino acids are each synthesized by a distinctive
three-letter sequence of nucleotide bases. Some amino acids are produced
by more than one codon, but each codon can only produce one amino
acid. The amino acid isoleucine, for example, can be coded for by three
different codons (i.e., ATT, ATC, and ATA), but the codon TGG only codes
for tryptophan. We will revisit the interrelationships among genes, pro-
teins, and codons momentarily.

Although the primary function of genes is to code for protein
production, about 90 percent of the human genome is considered non-
coding, leaving only about 10 percent of the human genome to syn-
thesize proteins. The coding regions of a gene are called exons, and the
non-coding regions of a gene are called introns. Introns and exons are
intermittently interspersed among one another along the entire genome.
Even though the average gene is comprised of about 3,000 nucleo-
tide base pairs, only about 1,200 of them code for the creation of
proteins.

Although genes code for protein synthesis, they do not directly manu-
facture the proteins. Rather, genes contain the instructions needed for the
appropriate protein to be produced. The way in which the genetic code
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(i.e., DNA) is converted into proteins is known as the central dogma of
molecular biology. The central dogma is comprised of two stages: tran-
scription and translation. Figure 3.2 illustrates the process of transcription
and translation. As shown in the top panel of Figure 3.2, during transcrip-
tion a gene duplicates itself onto a new molecule called ribonucleic acid
(RNA). Only those base pairs that comprise the duplicated gene are
included on RNA and the nucleotides on RNA code for the production of
amino acids that will eventually create the protein specified by the gene.

RNA differs from DNA in at least three important ways. First, once the
gene is duplicated the non-coding regions of the gene (i.e., introns) are
deleted in a process knowing as splicing. RNA thus only retains the
important protein-coding regions (i.e., exons) of the gene. Splicing trans-
forms RNA into messenger RNA (mRNA). Second, instead of being
double-stranded like DNA, RNA is comprised of only a single strand of
nucleotides. Third, the genetic alphabet differs by one letter between DNA
and RNA. Remember that DNA uses an alphabet containing the letters A,
C, G, and T. Like DNA, RNA also includes the letters A, C, and G in its
genetic alphabet. Unlike DNA, RNA uses the nucleotide urcacil (U)
instead of thymine (T). The process of transcription converts the DNA

Figure 3.2 Central Dogma of Biology.

Source: U.S. Department of Energy Human Genome Project (2001). Retrieved from http://
www.ornl.gov/hgmis
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code (A, C, G, and T) into the new RNA language (A, C, G, and U). Once
DNA has been duplicated and transcribed onto mRNA, mRNA leaves the
cell nucleus and migrates into the cytoplasm.

The second step in the central dogma of biology is called translation
and is depicted in the bottom panel of Figure 3.2. Each tri-nucleotide
sequence of mRNA (i.e., a codon) carries the information needed to make
one amino acid. In order for the genetic code to be translated into a
protein, the codons must be read by a ribosome, which is a protein-
producing machine. For this to occur, mRNA locates a ribosome in the
cell’s cytoplasm and attaches to it. It is here, at the ribosome, where the
appropriate protein will be synthesized. The ribosome reads the genetic
material and along with another type of RNA—transfer RNA (tRNA)—
the appropriate amino acid is produced. Once manufactured the amino
acid is linked with other amino acids to form what is known as a poly-
peptide chain. The protein is created once all of the necessary amino acids
are linked to the growing chain of peptides. Proteins on average consist of
approximately 400 amino acids (Rowe, 2002) and each polypeptide chain
corresponds to a unique protein.

To summarize, DNA is a four-letter genetic code that contains around
20,000 to 25,000 genes. Every person inherits a different arrangement of
base pair sequences in their DNA and thus all people (except monozygotic
twins) are genetically unique. This genetic variation is important because
different genotypes produce different proteins and different proteins
translate into human phenotypic variation—including variation in the
propensity to engage in antisocial behaviors. To understand why there
is variation in genetic predispositions for antisocial behavior, it is first
essential to present a discussion of how genetic variation is created.

Human Genetic Variation

Genes are located on threadlike structures called chromosomes (see
Figure 3.1). Barring any chromosomal abnormalities, all people inherit 23
pairs of chromosomes: one pair is inherited maternally and the other pair
is inherited paternally. One pair of chromosomes, called the sex chromo-
somes, is sex determining; females inherit two X chromosomes and
males inherit an X chromosome and a Y chromosome. The 22 non-sex-
determining chromosomes are referred to as autosomes, and autosomes
are distinguished from each other by using numbers (i.e., chromosome #
1–22). The autosomes are ordered in descending size, such that the largest
autosome is chromosome 1 and the smallest autosome is chromosome 22.
Every gene occupies a specific location—also called a genetic locus—on a
particular chromosome. The HGP was largely responsible for mapping
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each gene to a particular locus on a particular chromosome. For example,
a gene responsible for the transportation of dopamine (DAT1) is always
found on chromosome 5 (i.e., the fifth largest autosome).

All genes located on the autosomes are made up of two different copies:
one copy of the gene is located on the maternal chromosome and one
copy of the gene is located on the paternal chromosome. Genes that are
located on the sex chromosomes, however, are not necessarily comprised
of two copies. Males have only one X chromosome and only one Y
chromosome so males inherit a single copy of all genes located on the sex
chromosomes. Of course, females have two copies of each gene found on
the X chromosome because they inherit two X chromosomes.

Most genes, regardless of whether they are located on an autosome or a
sex chromosome, are only available in a single form. That is to say, all
people inherit the same two copies of the gene because there is only one
type available in the population. These genes do not vary from person to
person and are responsible for why genetically healthy people are very
similar to one another (e.g., having two arms, two legs, one nose, etc.). But
for a small minority of all genes, there are at least two alternative forms of
the gene in existence. These alternative copies of a gene are called alleles.
When there are at least two alleles that can be inherited for a gene, the
gene is called a genetic polymorphism. The genes that determine eye color,
for example, would be considered polymorphisms because they vary from
person to person and this genetic variation corresponds to variation in eye
color. Most alleles, however, are not functionally different from one
another and all alleles of a genetic polymorphism code for the synthesis of
the same protein. But for some polymorphisms different alleles can code
for the production of different proteins or for the production of non-
functioning or suboptimal proteins.

To help explain in greater clarity the inheritance of alleles, an example
using a hypothetical gene that determines temper will next be presented.
Before proceeding, it is important to note that in reality multiple genes
interact with each other and with the environment to create most pheno-
types, including temper. For ease of presentation, however, let us pretend
that one gene determines temper. Suppose that there are two different
alleles for the hypothetical temper gene, where A = the bad temper allele
and a = the no-temper allele. Let us also suppose that the mother has Aa
for the bad temper gene (i.e., one bad temper allele and one no-temper
allele) and the father has AA for the bad temper gene (i.e., two bad temper
alleles). Any offspring produced by this pair of mates has the opportunity
to inherit one of two different combinations of alleles: AA or Aa (the
ordering of alleles is unimportant so aA and Aa are the same). In the case
of AA, the offspring would have a bad temper because they inherited two
bad temper alleles whereas if they had inherited Aa they would have a
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moderate temper. Note that the other allelic arrangement of aa is not
possible because the father’s bad temper gene has two bad temper alleles
(i.e., AA). When polymorphic genes are made up of the same allele, such
as AA in this example, the gene is said to be homozygous. When poly-
morphic genes are made up two different alleles, such as Aa in this
example, the gene is said to be heterozygous.

Most traits, especially those relevant to criminology (e.g., low self-
control), are not categorical, but are continuous. So how would a single
gene with just two alleles account for variation along a trait continuum?
Remember that most phenotypes are created by a multifactorial arrange-
ment of multiple genes. If this example were expanded to two genes, each
with two alleles, then the temper phenotype could begin to take on more
intermediate values. As the number of genes that influence a phenotype
increase, the continuum of phenotypic values also increases exponentially.
Mix the genetic effects in with the environmental effects and a very
detailed and specific phenotypic continuum is created.

Before turning to a discussion of how genes can affect antisocial pheno-
types, let us first examine more closely genetic polymorphisms and
genetic variation. Keep in mind that genes are stretches of DNA that
work collaboratively to manufacture a protein. But in what ways do genes
vary, and what distinguishes one allele (e.g., the A allele in the previous
example) from another allele (e.g., the a allele in that example)? There
are, in general, three different overarching types of genetic polymorphism
that result in genetic variation. The first genetic polymorphism is known
as a single nucleotide polymorphism (SNP). SNPs are the most fre-
quently occurring genetic polymorphism. They arise about once in every
100 to 300 base pairs and account for approximately 90 percent of all
polymorphisms. Most SNPs are nonfunctional and do not affect cellular
operations. In an SNP, a difference in just one nucleotide base is what
differentiates one allele from another allele. Take, for example, the follow-
ing sequence of part of a hypothetical gene in Person 1:

TCACCTTGGAATGGGCTA

Compare the sequence of nucleotide bases with the following sequence in
the same hypothetical gene in Person 2:

TCACCTTGGAGTGGGCTA

Of the 18 nucleotides, 17 of them are identical between the two people.
The difference is that the 10th nucleotide, which is in bold and under-
lined, in Person 1 is A, while it is G in Person 2. The difference of one letter
may not seem too important, but, in this case, the amino acid produced by
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the tri-nucleotide sequence ATG in Person 1 would be methionine, while
the amino acid produced by the codon GTG in Person 2 would be valine
(e.g., in the catechol-O-methyltransferase gene). It has been estimated
that about 85 percent of the genetic causes of most disorders are attribut-
able to SNPs (Plomin, et al., 2001).

Microsatellites are the second type of genetic polymorphisms and
allelic differences in microsatellites arise because the alleles differ from
each other in terms of their end-to-end length: that is, one allele is longer
(or shorter) than the others. At certain places along a section of gene, a
small number of contiguous nucleotide bases (usually less than four base
pairs) may be repeated a different number of times. The more times the
sequence of nucleotides is repeated, the longer the allele. The tetra-
nucleotide sequence, TTGAn, for example, could be repeated n number of
times, where an allele with n = 3 repeats would be shorter than an allele
with n = 8 repeats. In microsatellites, the number of times the nucleotides
can be repeated varies drastically, but some base pair sequences may be
repeated more than a thousand times. Compare the following repeat
sequences for TTA in the following two alleles of a hypothetical gene:

TGGATATTATTATTATTATTATTATTA
TGGATATTATTATTA

In the top allele, TTA is repeated seven times, while in the bottom allele
TTA is repeated only three times. So, in microsatellites, the number of
repeat sequences is what distinguishes one allele from another.

The third and final type of genetic polymorphisms is referred to as
minisatellites. Minisatellites are very similar to microsatellites in that they
both have a section of DNA that is repeated a number of different times.
For microsatellites, the number of base pairs included in the repeat
sequence is relatively small, typically fewer than four base nucleotides. The
repeat sequences in minisatellites, in contrast, are comprised of 20 or
more nucleotide base pairs that can be repeated 100 times (Carey, 2003).
A dopamine receptor gene (DRD4), for example, has a 48 base pair
sequence that can be repeated up to eight times. Minisatellites are often
referred to as VNTRs—that is, variable number of tandem repeats. Just
remember that the main difference between microsatellites and minisatel-
lites is the number of nucleotides that make up the repeat sequence.

How Genes can Directly Cause Phenotypic Variation

Not counting interactions with the environment or interactions with
other genes, there are three ways in which genetic polymorphisms can
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directly cause phenotypic variation. First, one gene can be the sole cause of
a particular phenotype. Nearly 1,200 diseases, such as cystic fibrosis,
sickle-cell anemia, Huntington’s disease, and fragile-X syndrome, are
caused by a single gene. Geneticists refer to the one-to-one correspond-
ence between the inheritance of a specific gene and the development of a
particular phenotype by the acronym OGOD (one gene, one disorder).
OGODs can either be due to recessive patterns of inheritance (e.g., fragile-
X syndrome) or dominant patterns of inheritance (e.g., achondroplasia).

Genetic researchers recognize that complex traits, such as self-control
or impulsivity, are not caused by a single gene. Instead a more realistic
view, and one held by biosocial criminologists, is that phenotypes, includ-
ing antisocial phenotypes, are partially the result of multiple genes work-
ing in unison, a process known as a polygenic effect. ADHD, aggression,
and shyness are all considered polygenic phenotypes because multiple
genes have been linked to their development. For polygenetic phenotypes,
genes work in a probabilistic fashion where certain alleles—known as risk
alleles—confer an increased risk of developing the particular phenotype.
The more risk alleles inherited, the greater the risk of displaying the
phenotype. In most cases, however, the possession of one allele is neither
a necessary nor a sufficient condition for a phenotype to surface—the
allele is only a risk factor. Most behaviors and personality traits are poly-
genic phenotypes.

The third and final way that a gene can influence phenotypic variation
is through pleiotropic effects. Pleiotropy describes the genetic influences
of a single gene on multiple phenotypic traits. For instance, variants of a
dopamine transporter gene (DAT1) have been linked to schizoid/avoidant
behaviors, generalized anxiety disorders, alcohol consumption, and
ADHD (Gill, et al., 1997; Rowe, et al., 1998). Likewise, the gene that causes
phenylketonuria (PKU) reduces tyronise, increases phenylalanine, causes
hair to lighten, and is responsible for a number of other physiological
changes. Some biosocial criminological research findings also underscore
the importance of pleiotropic effects. This line of inquiry has revealed that
some of the most robust correlates to criminal behaviors (e.g., low self-
control, delinquent peers, and number of sex partners) share a common
genetic pathway; that is, the same genetic factors that are associated with
development of criminal behaviors are also responsible for the develop-
ment of crime correlates (Beaver, et al., 2008a; Beaver, et al., 2008b).

At this point, an important digression is necessary. OGODs, polygenic
effects, and pleiotropic effects all capture different processes by which
genes can directly affect phenotypes. An emerging line of biosocial
research, however, has pointed at the likelihood that genes oftentimes
only have effects when paired to certain environments. Behavioral geneti-
cists refer to this interplay between genes and the environment as a
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gene x environment interaction (G × E). Most research examining the
effects that certain genes have on phenotypes has failed to take into
account G × E effects. As a result, the literature that will be reviewed in this
chapter will be drawn mainly from molecular genetic research, not from G
× E studies. Where relevant, the results of G × E studies will be discussed.

Neurotransmitters

Most of the genetic polymorphisms that have been found to have effects
on antisocial phenotypes are implicated in the regulation of neuro-
transmitters. So before we can move into a discussion of these genetic
polymorphisms, we first need to present a brief overview of how neuro-
transmitters work and what they do. Neurotransmitters aid in the com-
munication among neurons, which are nerve cells located in the brain.
Neurons are made up of two types of neuronal branch: dendrites and
axons. Dendrites are connected to the cell nucleus and receive incoming
messages from other neurons. Axons, in contrast, send messages to other
neurons. For neurons to communicate with each other, a message must
move down an axon where it meets up with the dendrite of another
neuron. The information is then passed from axon to dendrite where the
information travels along the dendrite until, finally, it is transferred to the
cell’s axon. This process of a message flowing from axon to dendrite to axon
to dendrite is repeated until the message reaches its ultimate destination.

It might seem as if neurons are physically wired together, where the
axon of one neuron is joined to the dendrite of another neuron. Actually,
in fact, there is a small gap that exists between axons and dendrites. This
gap is referred to as a synaptic gap, a synaptic cleft, or, more frequently, a
synapse. So how do axons and dendrites communicate with each other if
there is a gap separating them? At the end of each axon, near the synapse,
are compartments called vesicles where neurotransmitters are housed.
When an axon of one neuron (i.e., the presynaptic neuron) needs to relay
a message to a dendrite of another neuron (i.e., the postsynaptic neuron),
a series of chemical and electrical reactions occur and the appropriate
neurotransmitters are released from vesicles where they bridge the synapse
and lock into receptors on the dendrite. The dendrite then reads the
message from the neurotransmitter where it is processed and transmitted
on to other neurons using this same process.

After the neurotransmitter has locked into the postsynaptic neuron
and delivered the message, it needs to be removed from the synapse. This
is accomplished in two different ways. First, the presynaptic neuron
may reabsorb the neurotransmitters by releasing a transporter protein.
Transporter proteins purge neurotransmitters from the synapse by
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capturing them and returning them to the presynaptic neuron. The elim-
ination of neurotransmitters via transporter proteins is called reuptake,
and the process of reuptake is vital to maintaining normal levels of neuro-
transmitters. When something interferes with reuptake, or when the
transporter protein is inefficient or suboptimal, then neurotransmitter
levels may be altered.

The second way that neurotransmitters are removed from the synaptic
gap is through enzymatic degradation. Enzymes are proteins that acceler-
ate chemical reactions, and in the degradation process, they are released
into the synapse where they metabolize (break down) neurotransmitters.
Similar to reuptake, these neurotransmitter-destroying enzymes are par-
ticularly important to modulating neurotransmitter levels. Reuptake and
enzymatic degradation are not mutually exclusive, but instead work in
tandem to sweep the synapses of neurotransmitters.

Candidate Genes for Antisocial Phenotypes

Neurotransmitters are thus important biochemicals that allow neurons to
communicate with each other. Just as significant is that levels of neuro-
transmitters have been found to be associated with numerous phenotypes,
ranging from depression and psychosis to aggression and anxiety
(Niehoff, 1999; Raine, 1993). But what brings about variation in neuro-
transmitter levels? Levels of neurotransmitters are determined partially
by environmental forces and partially by genetic factors. The death of a
family member or a longtime friend, being startled by a snake, and
engaging in sexual intercourse are examples of environmental stimuli that
can cause neurotransmitter concentrations to ebb and flow. In this case,
biochemical changes occur in response to environmental conditions.

In addition to environmental effects on neurotransmitters, certain gen-
etic polymorphisms also have partial control over neurotransmitter levels.
A number of genes associated with the modulation of neurotransmitters
are functional polymorphisms, where different alleles code for the pro-
duction of proteins that function differentially. Depending on which
alleles are inherited will determine which proteins are produced, and
which proteins are produced will determine, along with environmental
conditions, neurotransmitter levels. Given that different concentrations of
neurotransmitters have been linked to a number of antisocial phenotypes,
it should not be too surprising that neurotransmitter-related genes are
some of the most promising polymorphisms thought to be implicated in
the etiology of violent, aggressive, and criminal behaviors. Although
not exhaustive, the current review focuses on three different groups
of genetic polymorphisms—dopaminergic polymorphisms, serotonergic
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polymorphisms, and enzymatic degradation polymorphisms—and how
they affect antisocial phenotypes.

Dopaminergic Polymorphisms

Dopamine is an excitatory neurotransmitter that is found in the brain and
is an integral part of the pleasure/reward system of the human body.
The release of dopamine increases postsynaptic neuronal activity and is
accompanied by intense euphoric feelings. The pleasurable effects that
result from eating, sexual intercourse, and sleeping are due, in large part,
to the release of dopamine. However, when dopamine levels deviate from
what is considered normal—whether they are too high or too low—a host
of problems can ensue. Psychosis, schizophrenia, Parkinson’s disease,
anorexia, bulimia, mania, and depression have all been linked to aberrant
dopamine levels. Of particular importance are the effects that dopamine
has on antisocial phenotypes. Researchers have hypothesized that high
levels of dopamine should be associated with increased involvement in
aggressive, violent, and impulsive behaviors.

Empirical evidence flowing from both human and animal studies has
provided some support in favor of this hypothesis (Niehoff, 1999; Raine,
1993); however, it should be noted that the evidence is far from conclu-
sive. Some studies have failed to detect a statistically significant association
between dopamine levels and antisocial behaviors and some research has
reported a negative association between levels of dopamine and aggressive
conduct (for a review of studies, see Raine, 1993). What this may mean is
that the relationship between dopamine and antisocial behavior is curvi-
linear, where both high and low levels of dopamine are contributing
factors to misconduct. Regardless, the results of these studies implicate
dopamine levels in the development of aggression and thus point toward
the potential importance of dopaminergic genes in the study of crime and
aggression.

The dopamine transporter gene (DAT1) is a dopaminergic polymorph-
ism that is located on chromosome 5 and that codes for the production of
the dopamine transporter protein (DAT). DAT1 is a polymorphic gene
that contains a variable number of tandem repeats (i.e., a minisatellite)
that can be repeated between three and eleven times. So some individuals
inherit the DAT1 gene with a section of DNA repeated three times (i.e.,
the 3-repeat allele), some people inherit the DAT1 gene with a section of
DNA repeated four times (i.e., the 4-repeat allele) and so on and so forth
all the way to the 11-repeat allele. Genetic research has revealed that the
different DAT1 alleles affect genetic expression, with the 10-repeat allele
corresponding to the highest level of expression (Fuke, et al., 2001;
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Michelhaugh, et al., 2001). What this could mean is that “the 10-R allele of
the DAT1 gene may be associated with a dopamine transporter that is
abnormally efficient at the re-uptake process” (Swanson, et al., 2000:24).

Perhaps as a result, carriers of the 10-repeat allele are at greater risk for
developing an array of antisocial phenotypes. Table 3.1 contains a sum-
mary of the effects that the different genetic polymorphisms have on
different antisocial outcomes. While not an exhaustive review of the litera-
ture, the table highlights some key findings for each of polymorphisms. As
can be seen in the top row of the table, the 10-repeat allele of the DAT1
gene has been found to increase the risk of developing ADHD (Gill, et al.,
1997) and to increase the likelihood of becoming a pathological gambler
(Comings, et al., 2001).

Most germane to biosocial criminology, however, are the studies report-
ing a link between DAT1 and crime/delinquency. Recently Guo and his
colleagues (2007) analyzed data from the National Longitudinal Study of
Adolescent Health (Add Health) to examine the effect that DAT1 had on
violent delinquency during adolescence and young adulthood. The results
of their analysis revealed that the 10-repeat allele had statistically signifi-
cant and consistent effects on the measures of serious and violent delin-
quency. In a follow-up study, Beaver, et al. (2008) also employed the Add
Health data to examine the effects of DAT1. Using a different analytical
strategy and a somewhat different measure of serious violence, their
results mirrored those reported by Guo, et al. (2007). Taken together, these
studies provide initial evidence linking variants of DAT1 to violent aggres-
sion and criminal behaviors.

In addition to DAT1, another dopaminergic polymorphism—the
dopamine D2 receptor gene (DRD2)—has also been singled out as a
potentially important gene in the genesis of antisocial phenotypes. DRD2
has been mapped to chromosome 11 and codes for the production of the
D2 receptor protein. Dopamine receptors, including the D2 receptor,
facilitate the binding of neurotransmitters to postsynaptic neurons. The
DRD2 gene has an SNP that results in two alleles: the minor A1 allele and
the major A2 allele. Carriers of the A1 allele have been found to have fewer
D2 dopamine receptors (Berman & Noble, 1995; Noble, et al., 1991),
decreased D2 binding (Thompson, et al., 1997), and reduced brain glu-
cose metabolism (Noble, et al., 1997).

The A1 allele of DRD2 is considered the risk allele because it is associ-
ated with a number of different maladaptive outcomes. Empirical
research, for example, has found that the A1 allele increases the likelihood
of alcoholism (Uhl, et al., 1993), gambling (Comings, et al., 2001), and
polysubstance abuse (Munafo, et al., 2007), all of which are highly comor-
bid with antisocial phenotypes.

Findings gleaned from two studies, however, stand out as particularly
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relevant to biosocial criminology. First, and similar to the results
garnered for DAT1, the analysis conducted by Guo and his colleagues
(2007) revealed that the A1 allele of DRD2 was associated with increased
involvement in serious violent delinquency among respondents from the
Add Health study. Second, another study analyzing the Add Health found
that the A1 allele conferred a greater risk of being the victim of a violent
crime (Beaver, et al., 2007). However, this effect was only observed for
white males who had relatively few delinquent friends; there was no
association between the A1 allele and victimization for females, for black
males, or for white males with high concentrations of antisocial peers.
This finding of an interaction between DRD2 and delinquent peers draws
attention to the importance of G × Es in the creation of adolescent
victimization.

A line of research has also identified another dopamine receptor gene—
the dopamine D4 receptor gene (DRD4)—as potentially important to
various types of psychopathology. DRD4 is a highly polymorphic gene
found on chromosome 11 and that codes for the synthesis of the D4
dopamine receptor protein. The DRD4 polymorphism contains a 48-base
pair sequence that can be repeated between two and eleven times (i.e., a
minisatellite), where each repeat sequence corresponds to a different allele
(Chang, et al., 1996; Lichter, et al., 1993). Although the exact functional
significance of the DRD4 polymorphism is not well understood, there
is some evidence consistent with the possibility that the 7-repeat allele
encodes a receptor that is subsensitive to dopamine (Asghari, et al., 1995;
Van Craenenbroeck, et al., 2005).

Importantly, the 7-repeat allele has also been identified as the risk allele
for a range of different antisocial phenotypes. ADHD (Faraone, et al.,
2001), pathological gambling (Comings, et al., 2001), and high scores on
the personality trait of novelty seeking (Noble, et al., 1998) are all more
common in carriers of the 7-repeat allele. Although there are not any
studies that have examined whether variants of the DRD4 gene are associ-
ated with criminal or delinquent outcomes, two studies do have direct
bearing on this topic. The first study, conducted by Rowe, et al. (2001),
examined whether DRD4 was associated with retrospective reports of
conduct disorder. Analysis of the sample of n = 42 adult males revealed
that males who possessed the 7-repeat allele had more conduct disorder
symptoms.

In the second study, Bakermans-Kranenburg and van IJzendoorn
(2006) tested for a G × E between DRD4 and maternal insensitivity in the
prediction of externalizing problem behaviors in young children. Their
analysis revealed a significant G × E, where maternal insensitivity inter-
acted with the 7-repeat allele to produce a sixfold increase in externalizing
problem behaviors. What is the relevance of these two studies to biosocial
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criminology? Conduct disorder (CD) and early-life problem behaviors are
precursors to serious delinquent involvement during adolescence and
criminal behaviors during adulthood. The 7-repeat allele, therefore, may
have its effects on later life crime and delinquency by setting an individual
onto an antisocial pathway very early in life. Likewise, given the high
comorbidity between CD, oppositional defiant disorder (ODD), and
violence it is very well possible that the findings reported by Rowe and his
colleagues (2001) and by Bakermans-Kranenburg and van IJzendoorn
(2006) would extend to other closely related phenotypes, such as criminal
and delinquent behaviors.

Serotonergic Polymorphism

Serotonin is a neurotransmitter with inhibitory properties that modulates
behaviors and serves as the body’s natural brake system. When serotonin
is released in the brain, neuronal activity is reduced and, as a consequence,
innate drives, including aggressive tendencies and primitive impulses, are
dampened. As a result, biosocial researchers have posited that low levels
of serotonin should be associated with a greater involvement in antisocial
behaviors (Raine, 1993). Although far from conclusive, there is a line of
evidence to support this proposition (Clarke, et al., 1999; Lidberg, et al.,
1985). Even more telling is that two meta-analyses revealed that low sero-
tonin concentrations were significantly associated with an increased risk
of antisocial and violent phenotypes (Moore, et al., 2002; Raine, 1993).
These results hint at the possibility that polymorphisms that are partially
responsible for determining serotonin levels may also be associated with
antisocial behaviors.

The most studied polymorphism of the serotonergic system, at least as
it relates to behavioral phenotypes, is the serotonin transporter promoter
polymorphism (5-HTTLPR). The serotonin transporter gene is located on
chromosome 17 and codes for the production of the serotonin transporter
protein. The serotonin transporter protein terminates serotonin activity in
the synapse through the process of reuptake. A variable 44-base pair inser-
tion/deletion (i.e., a minisatellite) in the 5-HTTLPR makes for two alleles:
a long (L) allele and a short (S) allele. This polymorphism has been found
to affect the expression of the serotonin transporter protein, where car-
riers of the short allele have reduced reuptake activity (Lesch, et al., 1996).
What this may mean is that the short allele codes for a transporter protein
that is not as efficient at removing serotonin from the synapse and thus is
not as effective at modulating synaptic serotonergic activity.

Geneticists have conducted an extensive amount of research on the
effects of 5-HTTLPR and found that the short allele is associated with an
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increased risk of displaying antisocial phenotypes. Carriers of the short
allele are more likely to report ADHD symptoms (Cadoret, et al., 2003),
are more likely to consume large quantities of alcohol (Herman, et al.,
2003), are more likely to become dependent on nicotine (Munafo, et al.,
2005), and are more likely to have CD as a child (Cadoret, et al., 2003). A
number of studies have also directly examined whether the short allele
relates to physical violent aggression. For example, studies by Beitchman
and associates (2006) and by Haberstick and colleagues (2006) revealed
that the short allele increased the risk of displaying aggression during
childhood, while a study by Retz, et al. (2004) found that the short allele
was more prevalent among violent offenders compared to nonviolent
offenders. Similar results were reported in a sample of Chinese males,
where carriers of the short allele were disproportionately over-involved in
acts of extreme violence (Liao, et al., 2004).

Lastly, Reif, et al. (2007) tested for a G × E between the short allele of
5-HTTLPR and an adverse childhood environment in the creation of
violent behavior. The results of their analysis provided support in favor
of the G × E, where the short allele was only associated with violence for
individuals exposed to a criminogenic home environment during child-
hood. Those individuals who possessed the short allele but who were
not subjected to an adverse upbringing were no more likely to become
violent than those individuals homozygous for the long allele. These find-
ings once again underscore the importance of working from a biosocial
perspective where the dual effects of genes and the environment are exam-
ined simultaneously.

Enzymatic Degradation Polymorphisms

The last two polymorphisms that will be discussed code for the produc-
tion of enzymes that are involved in the inactivation of neurotransmitters.
The first, catechol-O-methyltransferase (COMT), is found on chromo-
some 22 and is responsible for manufacturing the COMT enzyme, which
metabolizes catecholamines, such as dopamine, epinephrine, and nor-
epinephrine. The COMT polymorphism is an SNP where one allele con-
tains a codon (ATG) that codes for the amino acid methionine (i.e., the
Met allele). In contrast, the other allele contains a codon (GTG; note that
G replaces A in the first nucleotide) that produces the amino acid valine
(i.e., the Val allele). There is a functional difference between these two
alleles, where the Met allele is linked with reduced COMT enzymatic
activity. This is particularly important because the COMT enzyme syn-
thesizes catecholamines, and catecholamines are thought to be positively
associated with antisocial behavior. As a result, the Met allele is considered
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the risk allele because it is associated with lowered enzymatic activity,
which, in turn, is associated with increased levels of catecholamines.

Researchers examining the effects of the COMT polymorphism have
found that the Met allele is associated with aggressive personality traits
(Rujescu, et al., 2003) and with aggressive and violent behaviors (Volavka,
et al., 2004). For example, among a sample of schizophrenics, Kotler, et al.
(1999) found that the Met allele was more prevalent among schizophren-
ics who committed homicidal behaviors than among a sample of controls.
Other studies have reported strikingly similar results where the Met allele
is associated with violent behaviors (Jones, et al., 2001; Lachman, et al.,
1998). It is important to point out that the nexus between the Met allele
and violence has been primarily observed in samples comprised of
schizophrenics. Whether the findings would be generalizable to the larger
population of non-schizophrenics is an open empirical question.

The second enzymatic degradation polymorphism associated with
antisocial phenotypes is the monoamine oxidase A (MAOA) gene. The
MAOA gene is located on the X chromosome and is responsible for pro-
ducing the MAOA enzyme that metabolizes monoamine neurotrans-
mitters, including dopamine and serotonin. A 30-base pair VNTR (i.e.,
a minisatellite) in the promoter region of the gene is what gives rise to the
polymorphism. Although the number of repeat sequences ranges between
two repeats and five repeats, the alleles are typically pooled to form two
groups. One group of alleles is associated with low MAOA activity,
whereas the other group of alleles is associated with high MAOA activity.

Since the low activity alleles are not as efficient as the high activity
alleles at metabolizing neurotransmitters, researchers have hypothesized
that the low activity alleles are the risk alleles for antisocial phenotypes.
Studies examining the effects of MAOA on criminal behaviors have pro-
vided inconclusive results, with some studies showing no main effect (e.g.,
Caspi, et al., 2002; Haberstick, et al., 2005) and others revealing that the
low functioning allele is associated with low levels of aggression (e.g.,
Manuck, et al., 2000).

Perhaps even more interesting, and maybe even more important, are
the effects of the MAOA polymorphism when paired to criminogenic
environments—that is, a G × E. In one of the most significant studies to
test for G × E effects on violence, Caspi and his colleagues (2002) exam-
ined the interaction between MAOA and childhood maltreatment on
antisocial behavior in adult males from the Dunedin Multidisciplinary
Health and Development Study. Their analysis revealed that the MAOA
polymorphism did not have a statistically significant main effect on any
measures of antisocial behavior. What they did find, however, was that
the low activity allele increased antisocial behaviors for respondents who
had been maltreated as a child. In other words, the effect of the MAOA
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polymorphism interacted with an environmental stimuli—childhood mal-
treatment. To put this finding into perspective, although only 12 percent
of the sample had the low activity allele and were maltreated as a child,
this small subsample of males accounted for 44 percent of convictions for
violence. Follow-up studies have attempted to replicate this G × E, with
mixed results (Foley, et al., 2004; Haberstick, et al., 2005). Even so, a recent
meta-analysis indicated that the interaction between MAOA and mal-
treatment was a statistically significant predictor of antisocial behaviors
across studies (Kim-Cohen, et al., 2006).

Conclusion

This chapter provided a brief introduction to human genetics and dis-
cussed some of the genetic polymorphisms associated with antisocial
phenotypes. The available molecular genetic and behavioral genetic
evidence suggests that the propensity to engage in violence, aggression,
and criminal acts is partially transcribed into each person’s suite of
genes. How genes ultimately are responsible for predisposing to antisocial
behavior still remains something of a mystery. Although the polymor-
phisms reviewed here work on systems of neurotransmitters, a small line
of research—known as imaging genetics—has also begun to use neuro-
imaging techniques to link the alleles of these genes to variation in brain
circuitry. Differences in amygdala functioning, prefrontal cortex activity,
orbitofrontal volume, and gray matter volume depend, in part, on which
alleles are inherited for MAOA, COMT, and 5-HTTLPR (Canli, et al.,
2005; Meyer-Lindenberg, et al., 2006). This is not to say that environ-
mental effects are unimportant; research has revealed beyond a doubt that
criminogenic and stressful environments can—and indeed do—have
detrimental and lasting effects on the brain (Pine, 2003). The key for
criminology, then, is to unpack the ways in which genes, the environment,
and the brain interface to produce undesirable behaviors. Although
daunting, such an accomplishment would result in a rich and powerful
biosocial explanation of antisocial conduct.
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4

The Ghost in the Machine and Criminal
Behavior: Criminology for the 21st Century
John Paul Wright, Danielle Boisvert, Kim Dietrich, and
M. Douglas Ris

“The history of science,” Goldberg (2001:46) tells us, “is replete with false
starts.” Nowhere is this more obvious than in the study of serious criminal
behavior. While theories of demonic possession have given way to more
empirically oriented views of serious criminal conduct, many contempor-
ary sociological perspectives remain just a step or two away from invoking
the supernatural. Indeed, sociological criminology sometimes parallels
the “intelligent design” perspective. This perspective views an invisible
force as responsible for the organization of life on earth. Preachers refer
to this force as God, to sociologists it is referred to as “environment,”
“stratification,” “culture,” or “socialization.” Like God, these factors are
omnipotent and beyond reproach.

The reasons for this situation are complex but hinge on the lack of
recognition, if not outright rejection, of the “ghost in the machine”
(Koestler, 1968). Of course the ghost we are referring to is the brain and its
biological and genetic subsystems. Contemporary students of crime may
find it odd that a science of human behavior eschews looking into the
machinery of the mind. The question that emerges, obviously, is why? We
offer three possible explanations. First, many sociological theories of
crime require a fundamental belief about the nature of human action.
Behavior, assume most social theories of crime, is the product of external
socializing influences, such as parental efforts, peer groups, and neighbor-
hoods. Second, many sociological theories of crime require adherence to
“knowledge” that has limited, if any, scientific support. Postmodernist
perspectives and many feminist theories of criminal involvement come
immediately to mind. Postmodern and feminist perspectives are often
antiscientific but it is worth noting that virtually every other social theory
of crime is at best marginally supported by empirical evidence. Still, advo-
cates of specific theories regularly flaunt their strengths with little con-
sideration given to their reflection of reality. Finally, virtually all social
theories of human misbehavior seek to exclude and to vilify bodies of



knowledge that challenge basic sociological tenets. Sound biological and
genetic findings rarely make their way into top criminology journals.
Worse yet, individual researchers who conduct research in this area are
often subject to speculation about their motives (are they racist or sexist),1

their political orientations (are they liberal or conservative), and their
character (are they “nice” people).

Just as Goldberg (2001) warns us of the problem of “false starts,” he
also offers a solution. Prior findings need not be wholly rejected, states
Goldberg, but modified by the inclusion of other evidence. It is here, at the
intersection between biology and social behavior, where we find hope that
the study of serious criminal behavior can be pried from sociological
purists. In this chapter, we argue that any theory of individual or group
behavior that omits an understanding of the brain is a priori misspecified,
if not wholly wrong. More importantly, we also argue that an understand-
ing of the brain and its connection to criminal behavior highlights the
importance of the immediate social environment because of the environ-
ment’s links to healthy brain development. Far from being “dangerous” or
“reductionistic,” knowledge of brain structure and functioning can, in
some ways, contribute to sociological theories, while in other ways it can
provide the basis for the elimination of faddish and foolish theories of
crime (Walsh, 2000, 2002).

Brain Basics

Much of the brain’s development is ontogenic—that is, it occurs accord-
ing to evolved genetic code. Of our 20,000 to 25,000 genes, over 60 percent
code for the brain. The human brain accounts for 2 percent of an average
person’s total body weight, but it consumes roughly 10 times the amount
of glucose as the rest of the body’s organs, and roughly 20 percent of the
body’s oxygen intake (Robinson, 2004).

The human brain is a marvel of evolution. Weighing in at approxi-
mately three pounds, this organ processes all sensory input through a
complex web of 100 billion nerve cells, called neurons, that “connect”
individually to 1,000 to 10,000 other neurons. That is approximately 1016,
or 100,000,000,000,000,000, or one-hundred quadtrillion connections.
There are between 10 to 50 times more glial cells, which maintain
neurons, than neurons and approximately 150,000 to 180,000 kilometers
(between 93,205.6 miles to 111,846.8 miles) of nerve fibers in the brain. It
has also been estimated that males have ~22.8 billion neocortical neurons
while females have ~19.3 billion neocortical neurons, which may help to
explain why males have larger brains than females (Pakkenberg &
Gundersen, 1997).
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This level of complexity is not achieved overnight. Indeed, claims that
the brain reaches maturation between the ages of 8 and 10 (Gottfredson &
Hirschi, 1990) have been proved to be incorrect. Recent research, pre-
sented in Figure 4.1, has revealed that it takes over 20 years for the brain to
mature fully. Research by Gogtay, et al. (2004), for example, used anatom-
ical magnetic resonance imaging (MRI) to scan the brains of 13 healthy
individuals, aged 4 to 21. They scanned subjects every 2 years for 8 to 10
years and found that brain development occurs in an ordered fashion.
Lower ordered structures, such as those that control vision and move-
ment, mature prior to the more complex cerebral structures. As lower
order structures mature they become more integrated into the upper level
structures. Upper level structures, which house “executive functions” or
higher order thought processes, are the last parts of the brain to mature.

Other studies have also shown that the human brain undergoes two crit-
ical periods of development. The first occurs from conception until the
onset of puberty. During this period the brain is in a constant state of
expansion. It will increase in cranial volume from ~350 to 400 grams at
birth to between 1,300 to 1,400 grams by adolescence. The brain is also
strongly linked to its immediate social environment. For instance, the
brain of an average 2 year old is at least twice as active as a brain of a 40
year old. Part of this is due to the fact that most events that occur in a
toddler’s life are novel. Novel situations and events force the brain to
expend energy. The brain has to assimilate new information, it has to store
that information into memory, it has to process the emotional connota-
tions of that information, and it has to derive new and effective behavioral
approaches in reaction to the novel situation. Indeed, a child’s brain will

Figure 4.1 Brain Development over Time.

Source: Reprinted from Giedd, et al. (2006). Reproduced with permission from Elsevier.
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assimilate new social information at a rate unparalleled for the rest of his/
her life-course (Karr-Morse & Wiley, 1997).

Young children, however, have an overabundance of synaptic pathways.
Since the brain consumes energy, it follows a form of evolutionary selec-
tion. In a process known as synaptic pruning, the brain will scale back the
number of synaptic pathways over time. The pathways that will be elimin-
ated are generally those that were not adequately stimulated. Those that
remain were stimulated and will likely endure. This process, described by
Hebbs’ axiom (neurons that fire together wire together), draws attention
to the interconnection between the environment and the development of
a healthy brain. In short, the more the brain is stimulated, the more likely
it will develop normally. While fewer pathways remain over time, those
that remain are more efficient in processing and transferring information.
Synaptic pathways are not the only brain component to be systematically
eliminated. Current estimates indicate that the average person loses
85,000 neocortical neurons per day, or one per second (Pakkenberg &
Gunderson, 1997).

The second period of development occurs with the onset of puberty.
Puberty initiates a range of hormonal, physical, and brain changes. The
most obvious change occurs when axons, which send information away
from the body of the neuron to awaiting dendrites, myelinate. Myelin is a
fatty substance that will eventually surround axons in the outer cortices
of the brain and speeds the transmission of electrical signals across
neurons. “Gray matter” reflects neurons that have not been myelinated,
while “white matter” are neurons that have undergone myelination.
Research by Gogtay, et al. (2004) and Giedd (2004) has shown that mye-
lination occurs rapidly during adolescence. This process is visually pre-
sented in Figure 4.1. Moreover, myelination proceeds from the posterior
of the brain to the anterior—or from back to front. This is important
because the executive functions are housed in structures located in the
frontal lobes (Giedd, 2004; Giedd, et al., 1999). While it remains
unknown whether the changes in the adolescent brain correspond to
behavioral changes, there is strong reason to suspect that maturational
patterns correspond well with increased cognitive and behavioral sophis-
tication. This may be why, for instance, the majority of adolescents and
young adults “age out” of criminal and devious behavior.

Brain development begins shortly after conception. The first part of the
fetal brain to develop is the brainstem and lower brain. This part of the
brain regulates all autonomic, life essential activities, such as breathing
and cardiac rhythm. At the top of the brainstem sits the recticular activat-
ing system (RAS). The RAS acts as a filter of information and as a guide—
sending information to other parts of the brain. Eysenck (1964) maintains
that the RAS, which extends into the deep limbic structures of the brain, is
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heavily implicated in personality differences related to criminal conduct.
A RAS that filters too much sensory input is thought to be associated
with an extraverted personality, while a RAS that allows the free flow of
sensory input is associated with an introverted personality. According to
several studies, extraversion, indicated by being socially gregarious and
risk taking, is positively correlated with criminal behavior (Hindelang,
1971; Listwan, et al., 2007).

The next major division of the brain to develop is referred to collectively
as the limbic system. The limbic system is composed of several complex
structures, such as the amygdala, the hippocampus, the hypothalamus
and thalamus, and the cingulate gyrus. It is this collection of interrelated
structures that is responsible for the regulation of hormones through the
endocrine system, especially testosterone in men and estrogen in women,
the control of long-term and short-term memory, and the sensations that
we label as emotions. All emotions are evolved biochemically induced
states that originate in the limbic system and affect the central nervous
system (CNS) and the autonomic nervous system (ANS).

The limbic system is deeply implicated in violent behavior. Rage,
impulsive anger, lust, and other excitory emotions originate in the amyg-
dala. This input moves to the basal nuclei and is then threaded to the
orbital frontal cortex, which houses information about the immediate
social context. According to Davidson, et al. (2000:594), “too much or
too little activation of the amygdala may give rise to either excessive nega-
tive affect or decreased sensitivity to social cues that regulate emotions,
respectively.”

The final part of the brain to develop is the “thinking part” of the brain,
called the cortex. The cortex sits atop the limbic structures, is deeply con-
nected to these structures, and provides humans the ability to plan for the
future, the ability to control initial emotional impulses, and the ability to
employ rational or quasi-rational decision making. The speech and lan-
guage parts of the brain, known as Wernike’s and Broca’s areas, are also
located in the neocortex. It is the neocortex that makes humans unique.

There are between 10 to 20 billion neurons in the cerebral cortex. In the
frontal cortex, these neurons are connected by over 60,000 miles of syn-
aptic connections. The cortex composes 77 percent of the human brain
and appears to be more susceptible to environmental insult. This is
particularly true for males, who also tend to show greater deficits in the
functioning of the frontal cortex. Deficits in frontal cortex metabolism,
especially the orbital frontal and ventrolateral prefrontal cortex in the left
hemisphere, appear to be strongly correlated with a lack of self-control.
Limited self-control is a consistent and substantive predictor of crime as
well as a range of analogous behaviors (Cauffman, et al., 2005; Schoepfer
& Piquero, 2006; Wright & Beaver, 2005).
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The frontal cortex is critical to adaptive human behavior. While all
sensory input is channeled first to the limbic system, the limbic system is
under constant monitoring by the cortex. The cortex has the ability to
“override” limbic system impulses and to route information to the motor
cortex and to the language centers. When an environmental stimulus is
present, say in the form of a threat, it can produce very strong emotions.
When encountered, the limbic system may prepare the body for aggressive
action. Given the situation a normally functional cortex may intervene or
modify the limbic impulses. Individuals with deficits in orbital frontal,
ventrolateral, and dorsolateral cortex, however, may be less able to control
or to modify these limbic impulses. The result may be life-saving aggres-
sion, in the form of self-defense, or life-ending behavior, in the form of
murder.

Brain Structure and Functioning is Related to Antisocial and
Criminal Behavior

Research on the brain and its relationship to aggressive and antisocial
behavior has made significant advancements over the years. While early
studies focused on indirect measures of brain dysfunction through psy-
chophysiological and neuropsychological assessments, advanced neuro-
imaging techniques are now widely available. These newer techniques
provide a better representation of both the structural and functional
properties of the brain. Specifically, the structure of the brain can be
assessed using either computerized tomography (CT) or magnetic reson-
ance imaging (MRI), while the functioning of the brain can be evaluated
using positron emission tomography (PET) or single photon emission
computed tomography (SPECT). Collectively, these imaging procedures
allow researchers insights into the operation and structure of the brain
never before realized.

Computerized Tomography (CT)

CT was first developed in the early 1970s by Hounsfeild and Cormack.
Using X-rays, CT provides a two-dimensional representation of the
brain’s structure. Several studies have examined the relationship between
brain structure and antisocial behavior using computerized tomography.
While some studies have found structural brain differences between
offender groups, especially in the frontal lobes (Hucker, et al., 1986, 1988;
Wong, et al., 1994, 1990) others have not (Herzberg & Fenwick, 1988;
Langevin, et al., 1987, 1988, 1989a, 1989b).
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The studies just above have focused primarily on two types of offender:
the sexual offender and the aggressive offender. Of the studies that
compared sex offenders to non-sex offenders, the results have been mixed.
Studies that reported significant differences between sexual offenders
and non-sexual offenders have mainly reported greater temporal lobe
abnormalities in sexual offenders (Hucker, et al., 1986, 1988; Wright, et al.,
1990). For example, one of the first studies conducted in this area com-
pared CT scans of 39 male pedophiles to the scans of 14 property
offenders (Hucker, et al., 1986). The results revealed that 52 percent of the
pedophiles had structural abnormalities in the frontal lobes, compared to
only 17 percent of the property offenders. The most frequent abnormality
detected in pedophiles was the dilation of the anterior temporal horns of
the lateral ventricles. In another study conducted by Hucker, et al. (1988),
abnormalities in the right temporal horn were detected in 41 percent of
the sadistic sexual offenders compared to 11 percent of the nonsadistic
offenders and 13 percent of the control group. Other studies have found
no differences in CT data between sexual offenders and non-sexual
offenders (Langevin, et al., 1988, 1989a, 1989b).

In addition to comparing sex offenders to non-sex offenders, research-
ers have also examined structural brain differences between aggressive
offenders, such as murderers, to non-aggressive offenders, such as prop-
erty offenders (Herzberg & Fenwick, 1988; Langevin, et al., 1987). For
example, a retrospective study conducted by Wong, et al. (1994) found
that of the most violent maximum-security mental hospital patients, 41
percent had structural abnormalities, such as dilated temporal horn and/
or a smaller sized temporal lobe, compared to only 2.4 percent and
6.7 percent of the least and moderate violent groups, respectively. By way
of contrast, no significant differences were reported between CT scans of
14 aggressive patients with temporal lobe epilepsy compared to 17 nonag-
gressive temporal lobe epileptics (Herzberg & Fenwick, 1988). Langevin,
et al. (1987) also found no significant difference in CT abnormality rates
between three groups of offenders (18 murderers, 21 assaulters, and 16
property offenders). Overall, the results obtained from CT studies have
provided mixed results in regards to structural brain differences between
offender groups. This inexpensive imaging technique, however, is now
being replaced by a more sophisticated technique known as magnetic
resonance imaging.

Magnetic Resonance Imaging (MRI)

While CT uses X-rays, which is a known carcinogen, MRI relies on mag-
netism and radiofrequency radiation. Computer software also allows for
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the transformation of an MRI scan into a three-dimensional illustration
of the brain. MRIs are now often used in assessing the relationship
between brain structure and violence among a variety of populations,
such as murderers (Sakuta & Fukushima, 1998), mentally disordered
offenders (Aigner, et al., 2000; Tonkonogy, 1991), temporal lobe epileptics
(van Elst, et al., 2000; Woermann, et al., 2000), repeat violent offenders
(Wong, et al., 1997), and patients with antisocial personality disorder
(Raine, et al., 2000).

Sakuta and Fukushima (1998) compared MRI scans from 52 violent
murderers to those from 17 nonviolent murderers. The results revealed
significantly higher structural brain abnormalities, especially in the tem-
poral lobes, in the violent murderers (50%) compared to the nonviolent
murderers (13%). The relationship between brain structure and aggres-
sion has also been assessed among mentally disordered offenders. Aigner,
et al. (2000) separated a group of 82 mentally ill male prisoners into two
categories: high-violent offenders and low-violent offenders. The MRI
scans revealed abnormalities in 65.5 percent of the high-violent offenders
compared to 16.6 percent of the low-violent offenders. Interestingly,
abnormalities in the temporal region alone were found exclusively in
high-violent sexually sadistic offenders while cortical atrophy was only
detected in the high-violent offender group.

Another population of interest is that of those people diagnosed with
antisocial personality disorder. An MRI study conducted by Raine, et al.
(2000) revealed that individuals diagnosed with antisocial personality dis-
order showed an 11 percent reduction in prefrontal gray matter volume
compared to a nonclinical control group, a substance abuse group, and a
psychiatric control group. Woermann, et al. (2000) found similar results
in their study of patients with temporal lobe epilepsy (TLE). They per-
formed MRIs on 24 violent TLE patients, 24 nonviolent TLE patients, and
35 control subjects. The analyses revealed that compared to the nonviolent
TLE patients and the control group, TLE patients with a history of vio-
lence had decreased gray matter, especially in the left frontal lobe. Overall,
MRI studies demonstrate that abnormalities in the brain, especially dys-
function in the frontal and temporal lobes, are associated with aggressive
and violent behaviors.

Positron Emission Tomography (PET)

In addition to examining the structure of the brain, researchers are also
interested in studying the functional properties of the brain. Positron
emission tomography is a technique often used in order to measure the
metabolic activity in different areas of the brain. Numerous studies have
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used this sophisticated technique in order to study the relationship
between brain functioning and violent behavior among criminals, such as
murderers and sexual sadists (Garnett, et al., 1988; Raine, et al., 1994,
1997, 1998a, 1998b) as well as psychiatric patients, such as those diag-
nosed with personality disorders (Goyer et al., 1994; Volkow & Tancredi,
1987; Volkow, et al., 1995).

A leading expert in the area of brain functioning and its relationship to
violent behavior is Adrian Raine. In 1994, Raine and his colleagues com-
pared the glucose metabolism in 22 murderers to that of 22 control
subjects matched on age and gender. Compared to the control group,
the murderers had significantly lower glucose metabolism in both the
medial and lateral cortices. These researchers then expanded their study in
1997 by including 41 murderers and 41 matched control subjects. The
PET scans revealed that, similar to their previous findings, murderers
had reduced glucose metabolism in both the medial and lateral prefrontal
cortical areas. Additional analyses also revealed that murderers had
reduced glucose metabolism in the posterior parietal cortex and the
corpus callosum. Murderers also showed left-sided reduction in activity
in the amygdala, thalamus, and the medial temporal gyrus compared to
the control group. Raine, et al. (1998a) also compared PET scans between
affective murderers (N = 9), predatory murderers (N = 15), and matched
controls (N = 41). In relation to comparisons, the affective murderers and
the predatory murderers both had higher right hemisphere subcortical
functioning and lower prefrontal to subcortical ratios in the right hemi-
sphere. The two groups of murderers differed, however, in their levels of
prefrontal functioning. Specifically, the affective murderers demonstrated
reduced activity in the prefrontal region compared to the other groups
while the prefrontal activity in predatory murderers did not significantly
differ from comparisons.

In addition to studying a criminal population, such as murderers,
researchers also examine psychiatric patients in order to determine the
association between brain functioning and violent behavior. Studies
comparing PET scans from violent psychiatric patients to those from
nonviolent psychiatric patients reveal that violent patients generally have
increased blood flow and metabolic disruptions in the left temporal
lobe (Volkow & Tancredi, 1987), reduced functioning in the medial tem-
poral and prefrontal cortices (Volkow, et al., 1995), and decreased metab-
olism in the orbitofrontal cortex (Goyer, et al., 1994). Overall, these PET
studies demonstrate that dysfunction in several areas of the brain is
associated with aggressive and violent behavior. Another technique used
to assess the functional properties of the brain is the single photon emis-
sion tomography.
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Single Photon Emission Computed Tomography (SPECT)

Similar to PET, SPECT is used to assess the brain’s functional properties.
The main objectives of PET and SPECT are to measure glucose metabol-
ism in the brain and to examine the regional cerebral blood flow (RCBF).
Although SPECT is a less sophisticated neuroimaging technique com-
pared to PET, its relatively low cost and rapid results make it a desirable
instrument. Several studies assessing the relationship between brain func-
tioning and violent and antisocial behavior have relied on SPECT (Amen,
et al., 1996; Goethals, et al., 2005; Graber, et al., 1982; Hendricks, et al.,
1988; Hirono, et al., 2000; Kuruoglu, et al., 1996).

For example, a study conducted by Goethals, et al. (2005) found that
patients (N = 37) diagnosed with either borderline personality disorder
or antisocial personality disorder had significantly reduced RCBF in the
right lateral temporal cortex and the polar and ventrolateral parts of the
right prefrontal cortex compared to 34 healthy control subjects. Also,
Hirono, et al. (2000) prospectively assessed patients with dementia who
were either aggressive (N = 10) or nonaggressive (N = 10). SPECT scans
revealed that aggressive dementia patients had reduced functioning in the
left anterior temporal cortex, right superior parietal cortex, and in the
bilateral dorsolateral frontal cortex. In an additional study conducted by
Kuruoglu, et al. (1996), SPECT scans from 40 alcoholics, 15 of whom
were diagnosed with antisocial personality disorder, were compared to
those from 10 healthy matched controls. The results revealed a significant
reduction in frontal functioning in alcoholic patients compared to the
control group. Among the alcoholics who were diagnosed with antisocial
personality disorder, there was significant dysfunction in the anterior
frontal cortex as well as low blood flow in the right parietal and left
temporal regions.

Although most SPECT studies have relied on scans from psychiatrically
disordered patients, pedophiles and sexual sadists have also demonstrated
reduced regional cerebral blood flow, particularly in the frontal areas
(Garnett, et al., 1988; Graber, et al., 1982). Overall, the results from the
SPECT studies reveal that there is a strong association between brain
functioning, measured by glucose metabolism and regional cerebral blood
flow, and violent and antisocial behavior.

The cumulative evidence from the neuroimaging studies, using CT,
MRI, PET, and/or SPECT, reveals a strong relationship between brain
structure and functioning with aggressive and other antisocial behaviors.
As advancement in neuroimaging continues, it will become increasingly
easier to pinpoint the structural and functional abnormalities in the
brain that are associated with various behavioral problems.

John Paul Wright, et al.82



Criminology for the 21st Century

We began this chapter by criticizing sociological criminology for its
exclusion of neuroscience in general, and biology and genetics specifically.
We believe substantial insights into the development and maintenance
of criminal propensity can be gained from the consilience, or the uniting,
of neuroscience and sociology (Walsh, 2000, 2002; Walsh & Ellis, 2003;
Wilson, 1998). We also agree with Kanazawa (2004:372) that “the claim
that social sciences are not part of biology . . . may be as peculiar and
unnecessary as the establishment of hydrogenology, the study of hydrogen
apart from and incompatible with physics.” From our perspective, crim-
inology must embrace and incorporate findings from fields with parallel
interests in human development and antisocial behavior. We envision a
biosocial criminology, which is interdisciplinary and attempts to integrate
social and biological research.

Sociological criminology, as we mentioned earlier, has nothing to fear
from the incorporation of neuroscience. Indeed, neuroscientific methods
and findings provide at least three key insights that can increase greater
sociological understanding into human behavior and development. First,
neuroscience offers “hard” evidence of the origins of human traits and
instincts. Unlike social theories that attribute human differences to distal
socialization variables, neuroscience shows precisely where these differ-
ences are housed and provides irrefutable evidence of their origins. Take,
for example, Gottfredson and Hirschi’s (1990) theory of low self-control.
Clearly, low self-control, or the inability to plan, to control emotional
impulses, and the tendency to act on the spur of the moment, is related to
a host of criminal and non-criminal but deleterious life outcomes (Pratt
and Cullen, 2000). Neuroscience long ago classified these abilities as
executive functions—or higher order thought processes that vary across
humans.

Gottfredson and Hirschi attribute the origins of low self-control to
parenting and hypothesize that levels of self-control are set between the
ages of 8 and 10. They also openly exclude any possibility that genetic
factors influence or cause self-control. However, self-control, and its par-
ent concept of impulsivity, has been studied extensively by neuroscientists.
All scientific data indicate that self-control is housed in the frontal and
prefrontal cortex (Barkley, 1997a, 1997b, 1998; Baron-Cohen, 2003), that
self-control is strongly influenced by genetic factors expressed in the brain
(Congdon & Canli, 2005; Meyer-Lindenberg, et al., 2006), and that self-
control involves a complex, dynamic balancing of limbic and cortical
functioning. In one of the most persuasive studies, Meyer-Lindenberg and
his colleagues (2006) genotyped a sample of 97 subjects, categorizing the
sample by MAO-A allele length (efficiency). They then subjected these
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subjects to MRI scans of their brain. Their results graphically depict how
the brains of these individuals varied based on allelic differences in the
MAO-A enzyme. Meyer-Lindenberg, et al. found significant reductions in
gray matter volume in the cingulate gyrus, the amygdala, and the hypo-
thalamus. They also found that carriers of the short version of the MAO
allele had less connection between the orbitalfrontal cortex and the amy-
gdala, which is critical for emotion expression and regulation, and they
found that, in men only, inhibitory control was significantly reduced by
deficient activation of the dorsal anterior cingulate.

Clearly, Gottfredson and Hirschi are incorrect about the location of
self-control. Moreover, it also appears that they are incorrect in their
hypothesis linking parenting behavior to the development of self-control.
As other studies have found, there are clear reasons to suspect that parent-
ing influences, outside of the passive transfer of nuclear material, have
little to do with levels of offspring self-control (Beaver & Wright, 2005;
Harris, 1995, 1998; Rowe, 1994; Wright & Beaver, 2005).

Second, one of the most basic but critical limitations of environ-
mentally pure explanations of criminal behavior hinges on individual
variation. Humans, it seems, react to and are affected differentially by
environmental stimuli (Caspi & Moffitt, 2006; Caspi, et al., 2004; Jaffee, et
al., 2005; Kim-Cohen, et al., 2006; Rutter, et al., 2006). It is well known, for
instance, that early environmental deprivation, neglect, and abuse are risk
factors for later behavioral pathology (Widom, 1989). However, it is also
well known that not all kids, or even the majority of youth, exposed to
these risk factors develop serious behavior problems. For the most part,
humans are highly resistant to even the most pronounced environmental
stresses.

Individual variation to stressful environments has been well docu-
mented. Individuals respond differentially to child abuse (see Kim-Cohen,
et al., 2006; see also Chapter 3, this volume) to economic deprivation, to
bullying victimization, and to life stress (Arseneault, et al., 2006; Bricker,
et al., 2006; Caspi, et al., 2003; Jaffee, et al., 2004a, 2004b; Kim-Cohen,
et al., 2004). For the most part, humans are not susceptible to the deleteri-
ous influences of a range of difficult and taxing social conditions.

Finally, social influences are capable of altering brain structure and
function above and beyond ontogenic development. Evidence for this can
be garnered from studies of Romanian orphans, infants and children
exposed to some of the most depriving and neglectful social conditions
possible. After the collapse of the Nicolas Ceauşescu’s dictatorial govern-
ment, pictures of thousands of children in dilapidated state institutions
emerged. These children, products of policies that required women to give
birth and relinquish control of their offspring to the state, lived and
developed in filthy environments barren of human contact and care.
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Many of these orphans were eventually adopted by parents in the United
States and Canada.

At the time of adoption, the majority of orphans were undernourished
and were substantially delayed in their physical growth. In one study, one-
half of the sample scored at or below the third percentile in height, weight,
and developmental quotient (Rutter, 1996). There were impressive gains
in physical and social functioning over time, however, depending on the
orphan’s age of entrance into the orphanage. The older the orphan at the
time of his entrance into the orphanage, the better the long-term results.
While the catch-up in development has been called “impressive,” many
orphans retain problems in the regulation of their conduct. Orphans who
entered the orphanages prior to the age of 2 tended to suffer from hyper-
activity, ADHD, and impulsiveness at unusually high rates (Fisher, et al.,
1997; O’Conner, et al., 2000; Wilson, 2003).

This set of findings illustrates well the problem of attributing environ-
mental deprivation to behavioral maladjustment. If deprivation causes or
promotes behavioral maladaptation, it has to do so through its influence
on the central nervous system. To evaluate this likelihood, Chugani, et al.
(2001) imaged the brains of adopted orphans. Their results confirmed
that orphans suffered from mild cognitive impairment and had prob-
lems with behavior, impulsiveness, and maintaining attention. Orphans
showed decreased glucose metabolism in the orbital frontal cortex,
in the amygdala, the hippocampus, the brain stem, and the temporal
cortex. Further evidence was provided by the MRI study conducted by
Eluvathingal, et al. (2006), which found evidence consistent with
environmentally induced structural alterations to the human brain, par-
ticularly the uncinate fasciculus, which connects various regions of the
brain to one another.

The union between the social and biological sciences is already taking
place and will inevitably affect the field of criminology. Our discipline
can little afford its continued allegiance to an ideology that systematically
excludes hard scientific fact in favor of what is tantamount to fictional
storytelling. Bringing biology into the equation of criminal conduct elu-
cidates more clearly how and why certain social influences have an effect
on the development of specific individuals as well as how and why other
individuals remain immune to the same social factors. Far from being
“reductionistic,” as is so often alleged by our sociological brethren,
incorporation of biology and brain sciences will highlight and expand
the linkages between neurons and neighborhoods. The evidence pre-
sented in this chapter is one small step in that direction; the evidence
presented in this book, however, represents a potential leap into the 21st
century.

The Ghost in the Machine and Criminal Behavior 85



Note

1. As we wrote this chapter, Nobel laureate, and co-discoverer of DNA, James Watson, was terminated
from his position at the Cold Springs Harbor Laboratory where his name enshrines the Watson
School of Biological Sciences. He was removed for his remarks about varying evolutionary path-
ways that may have lead to IQ differences between races. We have yet to hear of a sociologist or any
other scholar removed from an academic position for passing off ideology as scientific fact. Open,
scientific discourse is necessary if science is to progress. We dedicate this paper to Watson and to
others who have suffered at the cross of political correctness (JPW).
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5

Evolutionary Psychology and Crime
Satoshi Kanazawa

Evolutionary psychology is the study of universal human nature, or the sex-
specific male human nature and female human nature. Human nature
consists of domain-specific evolved psychological mechanisms. A psycho-
logical mechanism is an information-processing procedure or “decision
rule” which evolution by natural and sexual selection has equipped
humans to possess in order to solve an adaptive problem (problem of
survival or reproduction). Unlike decision rules in decision theory or
game theory, however, psychological mechanisms mostly operate behind
our conscious thinking. Evolved psychological mechanisms produce
values and preferences, which actors then pursue within their constraints;
they also engender emotions (Kanazawa, 2001).

Figure 5.1 presents the basic theoretical structure of evolutionary
psychology. Some adaptive problem during the course of human evo-
lutionary history has led to the evolution of psychological mechanisms
through natural and sexual selection. Natural selection refers to the pro-
cess of differential survival; sexual selection refers to the process of differ-
ential reproductive success.1 Individuals who possess certain psychological
mechanisms live longer (because the psychological mechanisms help
them survive) and reproduce more successfully (because the psychological
mechanisms help them find and keep mates). Those with such psycho-
logical mechanisms outreproduce those without them in each generation,

Figure 5.1 Basic Theoretical Structure of Evolutionary Psychology.



and more and more individuals come to possess the psychological mech-
anisms generation after generation. Eventually, all individuals come to
possess them, and they become part of universal (species-typical) human
nature. Because men and women often faced different selection pressures
through the course of evolution, especially in the area of sexual selection,
men and women often have distinct evolved psychological mechanisms,
and hence separate male and female human natures. Beyond the sex dif-
ferences, however, evolved psychological mechanisms, and hence human
nature they comprise, are species-typical, shared by all members of the
species. Evolved psychological mechanisms then engender desires, values,
preferences, emotions, and other internal states which serve as the prox-
imate causes of behavior.

From an evolutionary psychological perspective, the ultimate (albeit
unconscious) function of all biological organisms, including humans, is to
increase reproductive success. We are designed to reproduce by evolution
by natural and sexual selection. The fact that many of us do not think that
is the ultimate function of our existence or that some of us choose not to
reproduce is immaterial. We are not privy to the evolutionary logic behind
our design, and, no matter what we choose to do in our own lifetimes,
we are all descended from those who chose to reproduce, and we are
disproportionately descended from those who attained disproportionate
reproductive success. Twelve children inherit the psychological mechan-
isms of someone who had 12 children, but only one child inherits those of
someone who had only one child. And none of us inherited our psycho-
logical mechanisms from our ancestors who remained childless. Whether
we like it or not, whether we know it or not, reproductive success, creating
as many copies of our genes as possible, is the ultimate purpose of life for
all living creatures, and humans are no exception in nature. Everything
else, even survival, is a means toward reproductive success.

Male sexual jealousy is an example of an evolved psychological mechan-
ism (Daly, et al., 1982). Because gestation in human and most other
mammalian species occurs inside the female body, males of these species
can never be certain of the paternity of their mates’ offspring, while
females are always certain of their maternity. In other words, the possibil-
ity of cuckoldry exists only for males. Men who are cuckolded and invest
their limited resources in the genetic offspring of another man end up
wasting these resources, and their genes will not be represented in the
next generation. Men therefore have a strong reproductive interest in
making sure that they will not be cuckolded, while women do not
share this interest. Accordingly, men have been selected to possess a
psychological mechanism that makes them extremely jealous at even the
remotest possibility of their mate’s sexual infidelity. The psychological
mechanism of sexual jealousy attenuates men’s adaptive problem of
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paternity uncertainty. The same psychological mechanism often leads to
men’s attempt at mate guarding, in order to minimize the possibility of
their mate’s sexual contact with other men, sometimes with violent and
tragic consequences.

I must here emphasize two important principles of evolutionary psych-
ology. First, and to reiterate, evolved psychological mechanisms mostly oper-
ate unconsciously. Humans (just like members of other species) are not
always privy to the evolutionary logic behind our psychological mechan-
isms. We are, however, aware of the desires, values, preferences, and emo-
tions that our psychological mechanisms engender in us (as Figure 5.1
indicates), and we consciously and rationally set about to pursue these
goals within our constraints (Kanazawa, 2001).

Second, evolved psychological mechanisms need only be adaptive in the
environment in which they evolved, called the environment of evolutionary
adaptedness or the ancestral environment. For the most part, the environ-
ment of evolutionary adaptedness refers to the African savanna during the
Pleistocene epoch about 1.6 million to 10,000 years ago.2 To the extent
that our current environment is radically different from the ancestral
environment, our evolved psychological mechanisms might produce
maladaptive behavior. Recall the example of male sexual jealousy as an
evolved psychological mechanism. It solved the adaptive problem of suc-
cessful reproduction in the ancestral environment by allowing men who
possessed it to maximize paternity certainty and minimize the possibility
of cuckoldry. The sexual jealousy was therefore adaptive in the ancestral
environment. However, sex and reproduction are often separated in the
current environment. There is an abundance of reliable methods of birth
control in industrial societies, and many married women use the birth
control pill. For these women, sexual infidelity does not lead to childbirth,
and their mates will not have to waste their resources on someone else’s
genetic offspring. In other words, the original adaptive problem no longer
exists; men whose wives are on the pill can never be cuckolded. However,
men still possess the same psychological mechanisms to make them jeal-
ous at the possibility of their mate’s sexual infidelity and to compel them
to guard their mate to minimize the possibility of cuckoldry. No man
would ever be comforted by the fact that his adulterous wife was on the pill at
the time of her sexual infidelity.

Further, because our environment is so vastly different from the ances-
tral environment, we now face a curious situation where those who
behave according to the dictates of the evolved psychological mechanism
are often worse off in terms of survival or reproductive success. Extreme
forms of mate guarding, such as violence against mates or romantic rivals,
are felonies in most industrial nations. Incarceration, and consequent
physical separation from their mates, to which such violence can lead,
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does everything to reduce the reproductive success of the men. Uncritically
following the emotions and desires engendered in us by our evolved psy-
chological mechanisms often leads to maladaptive behavior in the current
environment.

Evolutionary Psychological Perspective on Crime

In their comprehensive study of homicide from an evolutionary psycho-
logical perspective, Daly and Wilson (1988:137–161) note that humans
throughout their evolutionary history were effectively polygynous. Even
in nominally monogamous societies, such as the United States, many men
practice serial polygyny, through a sequence of divorce and remarriage;
in other words, they can have multiple wives, not simultaneously, but
sequentially, and thereby exclude other men from access to these women
during their reproductive years. Only societies that prohibit simultaneous
polygyny, divorce, and extramarital affairs are strictly monogamous, and
no human society falls into this category.

In a polygynous breeding system, some males monopolize reproductive
access to all females while other males are left out; in such a system, some
males do not get to reproduce at all while almost all females do. This
inequality of reproductive success (or fitness variance) between males and
females makes males of species with polygynous breeding systems (such
as humans) highly competitive, in their effort not to be left out of the
reproductive game. This intrasexual competition among men leads to a
high level of violence among them, and the large number of homicides
between men (compared to the number of homicides between women or
between the sexes) is a direct result of this intrasexual competition and
violence.

In particular, Daly and Wilson (1988:123–136) note that most homi-
cides between men originate from what Wolfgang (1958) calls “trivial
altercations.” A typical homicide begins as a fight about trivial matters of
honor, status, and reputation between men (such as when one man insults
another). Fights escalate because neither is willing to back down, until
they become violent and one of the disputants ends up dead. Because
women prefer to mate with men of high status and good reputation (Buss,
1989), men’s status and reputation correlate directly with their repro-
ductive success. Men are therefore highly motivated to protect their honor,
and often go to extreme lengths to do so, compelled by their evolved
psychological mechanisms. Daly and Wilson thus explain homicides
between men in terms of their (largely unconscious) desire to protect
their status and reputation in their attempt to gain reproductive access to
women.
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One can easily extend this analysis to other forms of interpersonal
violence among men. Less serious violent crimes, such as assault and
battery, can have the same underlying motive to protect one’s status and
reputation in an effort to gain reproductive access. Whether the violence
results in a death (making the crime homicide) or an injury (making the
crime serious assault) is often beyond the conscious control of the
offender. It crucially depends on the reaction of the victim and what
transpires between the offender and the victim in the course of the con-
flict, as well as other fortuitous circumstances such as the presence and
reactions of others, distance to the nearest hospital and the physical
strength of the victim. If men can be driven to kill in order to protect their
status and reputation, they can easily be driven to commit less serious acts
of violence.

Rape appears to be an exception to this reasoning, because, unlike
murder and assault, the victims of rape are women and there is therefore
no intrasexual competition for status and reputation. However, the same
psychological mechanism that inclines men to gain reproductive access to
women can motivate men to rape. Predatory rapists are overwhelmingly
men of lower class and status, who have very dim prospects to gain legit-
imate access to women (Thornhill & Thornhill, 1983). While it is not a
manifestation of intrasexual competition and violence, rape might also be
motivated by men’s psychological mechanism that inclines them to gain
reproductive access to women when they do not have the legitimate
means to do so.

One can also extend the same analysis to property crimes. If women
prefer to mate with men with more resources, then men can increase their
reproductive success by acquiring material resources. Material resources
in traditional societies, which are usually gerontocratic, however, tend to
be concentrated in the hands of elder men. Younger men are often
excluded from attaining them through legitimate means and must there-
fore resort to illegitimate means. One method of doing so is to appropriate
someone else’s resources by stealing them. Thus the same psychological
mechanism that creates the motive for violent crime can also induce men
to commit property crimes.

My suggestion that men kill and steal in order to attract women might
at first sight appear counterintuitive, because murder, assault, robbery,
theft and other forms of interpersonal violence and resource malap-
propriation are universally condemned in human societies (Brown, 1991).
It is quite possible, however, that the psychological mechanisms that
incline and predispose men to commit property crimes developed in our
ancestors in evolutionary history before the ape–human split (5–8 million
years ago), even before the ape–monkey split (15–20 million years ago). In
fact, an evolutionary psychological perspective on crime logically requires
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that the key psychological mechanisms emerge before the informal norms
against crime did; otherwise, resource accumulated and status attained
through criminal behavior would not attract mates and lead to repro-
ductive success for men because they would be ostracized for violating
norms (unless, of course, the criminal act goes entirely undetected). I
believe that the norms against crime might have developed in reaction to
the psychological mechanisms that incline men to commit crime. The fact
that behavior that would be classified as crime among humans—such as
theft—appears to be common among our primate cousins who do not
have third-party sanctions against such behavior (de Waal, 1989, 1992; de
Waal, et al., 1993) seems to suggest that human tendency to commit crime
might have evolved before norms against it.

Note that it is immaterial to an evolutionary psychological perspective
on crime that most criminals do not cite reproductive success as a motive
for their crimes. For, as noted already, psychological mechanisms usually
operate at the unconscious level. My contention is that men under some
circumstances commit crimes because they want to (making them highly
criminal), and they want to commit crimes because something inclines
them to. I contend that that something is the evolved psychological mech-
anism that predisposes all men to seek reproductive success. The men
themselves are often unaware of the evolutionary logic behind their
motives.

Empirical Puzzles

In addition to providing a comprehensive explanation of all criminal
behavior, an evolutionary psychological perspective on crime can solve
some of the persistent empirical puzzles within criminology.

Why Men, not Women?

In every human society, men commit an overwhelming majority of both
violent and property crimes (Brown, 1991; Kanazawa & Still, 2000).
Worldwide, men commit more than 90 percent of all crimes. Why is this?

One relatively unusual feature of the human mating system can account
for the overwhelming male bias toward criminality. Unlike most other
species in nature, human males make a large amount of parental invest-
ment in the offspring. The unusually high degree of male parental invest-
ment among humans leads to universal human female mate preference for
men with a large amount of resources (Buss, 1989). The more resources a
potential mate has, the more parental investment he can make in their
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joint children. Men’s resources increase their children’s chances of sur-
vival and their future reproductive prospects.

Because women prefer men with greater resources as their long-term
mates, men fiercely compete with one another to accumulate resources
and attain higher status. The more resources they possess and the higher
the status they occupy, the greater the reproductive opportunities they
have. Wealthier men of high status have more sex partners and copulate
more frequently than poorer men of low status (Kanazawa, 2003a;
Pérusse, 1993). Wealth and status do not affect women’s desirability as
long-term mates (Buss, 1989).

From an evolutionary psychological perspective, this is why men com-
prise an overwhelming majority of criminals worldwide. Material re-
sources and status improve men’s reproductive prospects much more
than women’s. We would therefore expect men to be much more motiv-
ated to accumulate material resources, either through legitimate or
illegitimate means, than women. In fact, not only do men commit an
overwhelming majority of theft and robberies worldwide, but they also
make more money and attain higher status through legitimate means
because they are more motivated to do so (Browne, 2002; Kanazawa,
2005a). Men are much more motivated to accumulate resources and attain
status, whether through legitimate or illegitimate means, in order to
attract mates.

That an overwhelming majority of criminals are men does not mean
that women never commit crime; they do, of course. However, an evo-
lutionary psychological perspective on female criminality (Campbell,
1995, 1999, 2002, Chapter 6, this volume) suggests that men and women
may commit crime for different reasons.

For example, while men steal, not only to satisfy their material needs for
food, shelter, and clothing, but also to compete with other men and gain
status, women mostly steal only to satisfy their material needs. Campbell
(1999:210) astutely points out that “theft by women is usually tied to
economic needs and occurs as part of their domestic responsibilities for
their children,” whereas “robbery is the quintessential male crime, in
which violence is used both to extract resources and to gain status.” This is
why, when women do steal, they steal much less, and much less frequently,
than do men. Women steal what they need, men steal partly to show off.

A personal anecdote illustrates this point well. I moved to the London
School of Economics and Political Science in July 2003. Within a month of
my arrival in London, someone broke into my office and stole two blank
checks, by carefully lifting two nonconsecutive checks in the middle of my
new checkbook. When I learned from the bank that the two checks had
been cashed for £700 each, I made the (statistically very unlikely to be
true) prediction that the thief must have been a woman. As it turned out,

Satoshi Kanazawa96



it was two women. I later found out their identities from the bank, when
they cashed the checks by making them out to themselves in their real
names, perhaps illustrating another point that criminals are less intelligent
than others (see later).3

Having read Campbell’s work before this incident in 2003, it was
immediately obvious to me that the thieves must have been women,
because it seemed to me that £700 was rent money, not the kind of money
to show off or to attract women. It is the kind of money one needs, not the
kind of money one wants. I felt that a male thief would have made out the
check for £700,000. Of course, I do not have that kind of money. However,
from the thief’s perspective, if there is at least one chance in 1,000 (.001%)
that the check clears for that amount, he would still come out ahead by
gambling on £700,000 rather than making it out for a safer bet of £700.
Given men’s much higher propensity toward risk taking, generally, I think
a male thief might just have taken that chance.

Why Younger Men, not Older Men?

One of the advantages of an evolutionary psychological perspective on
crime is that it can explain the universal age–crime curve. In their
highly influential 1983 article “Age and explanation of crime,” Hirschi
and Gottfredson claim that the relationship between age and crime is
invariant across all social and cultural conditions at all times. In every
society, for all social groups, for all races and both sexes, at all historical
times, the tendency to commit crimes and other analogous, risk-taking
behavior rapidly increases in early adolescence, peaks in late adolescence
and early adulthood, rapidly decreases throughout the 20s and 30s, and
levels off during middle age. Although there have been minor variations
observed around the “invariant” age–crime curve (Greenberg, 1985;
Hirschi & Gottfredson, 1985), the essential shape of the curve for serious
interpersonal crimes remains uncontested in the criminological literature.
For empirical examples of the invariant age–crime curve, see Campbell
(1995: Figure 1), Daly and Wilson (1990: Figure 1), and Hirschi and
Gottfredson (1983: Figures 1–8).

While Hirschi and Gottfredson claim that the age–crime curve is
invariant and holds in all societies at all times, they provide no explan-
ations for this universal observation. They instead argue that no theor-
etical or empirical variable then available in criminology (in 1983) could
explain it. If the age–crime curve is truly constant across all populations,
any factor that varies across such populations cannot explain it. Just as a
constant cannot explain a variable, a variable cannot explain a constant.
The invariant age–crime curve must be explained by something that is
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constant across all societies and cultures at all times. An evolutionary
psychological perspective suggests just such a constant factor (Kanazawa,
2003b; Kanazawa & Still, 2000; Rowe, 2002:53–55).

There are reproductive benefits for men of intense competition. Those
who are highly competitive act violently toward their male rivals. Their
violence serves the dual function of protecting their status, honor, and
reputation, and of discouraging or altogether eliminating their rivals from
competition for mates (Daly & Wilson, 1988, 1990). Their competitive-
ness also predisposes them to accumulate resources to attract mates by
stealing from others (either via theft or robbery). The same psychological
mechanism induces men who cannot gain legitimate access to women to
do so illegitimately through forcible rape (Thornhill & Thornhill, 1983).
Figure 5.2(a) represents a hypothetical curve, depicting the relationship
between men’s age and their benefit from competition. There are no
reproductive benefits from competition (violence and theft) before puber-
ty because prepubertal males are not able to translate their competitive
edge into reproductive success. With puberty, however, the benefits of
competition skyrocket. Once the men are reproductively capable, every
act of violence and theft can potentially increase their reproductive suc-
cess. The benefits of competition stay high after puberty for the remainder
of their lives since human males are reproductively capable for most of
their adult lives.

This is not the whole story, however. There are also costs associated with
competition. Acts of violence can easily result in their own death or injury,
and acts of resource malappropriation can trigger retaliation from the
rightful owners of the resources and their family and allies. Men’s repro-
ductive success is obviously reduced if the competitive acts result in their
death or injury. Figure 5.2(b) presents a hypothetical curve depicting the
costs of competition as a function of age. Before men start reproducing
(before their first child), there are few costs of competition. True, being
competitive might result in death or injury, and they might therefore lose
in the reproductive game. However, they also lose by not competing. If
they don’t compete for mates in a polygynous breeding system (which all
human societies are; Daly & Wilson, 1988:140–142), they’ll be left out of
the reproductive game altogether and end up losing as a result. In other
words, young men might lose if they were competitive, but they will
definitely lose if they are not competitive. So there is little cost to being
competitive even at the risk of death or injury; the alternative—total
reproductive failure—is even worse in reproductive terms.

The cost of competition, however, rises dramatically with the birth of
the first child and subsequent children. True, men still benefit from
competition (as Figure 5.2(a) shows) because such acts of competition
might attract additional mates and mating opportunities. However, men’s

Satoshi Kanazawa98



energies and resources are put to better use by protecting and investing in
their existing children. In other words, with the birth of children, men
should shift their reproductive effort away from mating effort and toward
parenting effort, in the equation: Total reproductive effort = mating effort
+ parenting effort. If men die or get injured in their acts of competition,
their existing children will suffer; without sufficient parental investment
and protection, they might starve or fall victim to predation or exploit-
ation by others. The costs of competition, therefore, rapidly increase after
the birth of the first child, which usually happens several years after
puberty because men need some time to accumulate sufficient resources

Figure 5.2 Benefits and Costs of Competition and the Age–Crime Curve.

Source: Kanazawa and Still (2000). Copyright by the American Sociological Association.
Reprinted with permission.
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to attract their first mate. Nonetheless, in the absence of artificial means
of contraception, reproduction probably began at a much earlier age
than it does today. There is thus a gap of several years between the rapid
rise in the benefits of competition, and the similarly rapid rise in its
costs.

Figure 5.2(c) depicts a curve that represents the mathematical differ-
ence between the benefits and the costs of competition. The curve (in the
solid bold line) closely resembles the typical age–crime curve. An evo-
lutionary psychological perspective suggests that male criminality varies
as it does over the life-course because it represents the difference between
the benefits and the costs of competition. It is important to note, however,
that, unlike actors in decision theories in microeconomics (Grogger, 1998),
men from an evolutionary psychological perspective do not make these
calculations consciously. The calculations have already been performed by
natural and sexual selection, so to speak, which then equips men’s brains
with appropriate psychological mechanisms to incline them to be increas-
ingly competitive in their immediate postpubertal years and to make them
less competitive right after the birth of the first child. Men simply do not
feel like acting violently or stealing, or they just want to settle down, after
the birth of their first child, but they do not necessarily know why.

Fluctuating levels of testosterone may provide the biochemical
microfoundation for this psychological mechanism. David Gubernick’s
unpublished experiment (discussed in Blum, 1997:116) demonstrates that
expectant fathers’ testosterone levels fall precipitously immediately after
the birth of their child. If high levels of testosterone predispose men to be
more competitive, then the sudden drop in testosterone after the birth of
their children may provide the biochemical reason why men’s psycho-
logical mechanisms to commit crime “turn off” when they become fathers.
Mazur and Michalek’s (1998) finding that marriage decreases and divorce
increases testosterone levels in men provide a similar microfoundation
for the commonly observed negative effect of marriage on criminality
(Kanazawa, 2003b; Laub, et al., 1998). Further consistent with this per-
spective, McIntyre, et al. (2006) show that married men who actively seek
extrapair copulations retain high levels of testosterone characteristic of
single men.

Given that human society was always mildly polygynous, there were
many men who did not succeed in finding a mate and reproducing. These
men had everything to gain and nothing to lose by remaining competitive
for their entire lives. However, we are not descended from these men. As
noted above, all of us are disproportionately descended from men and
women who were very successful at reproduction. Contemporary men,
therefore, did not inherit a psychological mechanism that forces them to
stay competitive and keep trying to secure mates for their entire lives. An
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evolutionary psychological perspective can thus explain why criminal
behavior is largely represented by younger men, not older men.

An evolutionary psychological perspective on crime underscores the
nondistinctiveness of criminal behavior. Crime is among a large repertoire
of behavior that men engage in to attract mates in order to fulfill their
ultimate reproductive goals as biological organisms. In this sense, killing
and stealing are no different from anything else men do, from composing
music, painting portraits, writing books, and, in fact, producing scientific
work (Kanazawa, 2003b).

Why the Poor, not the Rich?

Criminologists debate whether there is an inverse relationship between
social class and criminality. Shaw and McKay (1929) were among the first
to show, using official crime statistics, that the poor were more likely to
commit crime than the rich. However, later studies claimed that this
observation was an artifact of a selection bias, whereby lower class crim-
inals were more likely to be arrested, prosecuted, and convicted than
upper class criminals and that there were no class differences in self-
reported criminality (Short & Nye, 1957). Today some criminologists con-
tend that the negative relationship between social class and criminality is
a “myth” (Johnson 1980; Tittle & Villemez, 1977; Tittle, et al., 1978),
while others claim that there is a genuine relationship (Braithwaite, 1981;
Clelland & Carter, 1980; Elliott & Huizinga, 1983). To make matters worse,
the debate appears largely driven by ideological conviction rather than
empirical data; some scholars conclude that there is no relationship
between social class and criminality even when their own data show
that the poor are more likely to commit crime than the rich (Dunaway,
et al., 2000). After nearly a century of debate, consensus on whether there
is a negative relationship between social class and criminality appears
nowhere near sight, and the best criminologists can say today is “it
remains unclear whether and in what circumstances this negative rela-
tionship exists” (Becker & Mehlkop, 2006:194).

Because some criminologists claim that there are no theoretical reasons
to expect a negative association between social class and criminality
(Tittle, 1983), perhaps a new theoretical perspective may help clear the
muddy debate. From an evolutionary psychological perspective, it is a
straightforward prediction that lower class men will commit more crimes,
particularly property crimes such as theft and robbery, than upper class
men. If women are attracted to higher status men with greater resources,
then lower class men, who possess and have legitimate access to fewer
resources with which to attract women, should be more motivated to
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acquire such resources through illicit means than upper class men. An
evolutionary psychological perspective would therefore predict a negative
association between social class and criminality. In this connection, it is
important to note that some studies of juvenile and adult men show that
the social class of their family of origin does not affect their criminality as
strongly as their own social class (Stark, 1979; Thornberry & Farnworth,
1982). This is perfectly consistent with an evolutionary psychological per-
spective on social class and criminality.

An evolutionary psychological perspective on crime can also suggest
new hypotheses that have hitherto been unexamined by criminologists.
From this perspective, what matters for men’s criminality is not social
class per se, or even resources per se, but reproductive opportunities that
highly correlate with their social class and resources (Kanazawa, 2003a;
Pérusse, 1993). For example, because women find taller men more attract-
ive as mates than shorter men (Gillis & Avis, 1980; Sheppard & Strathman,
1989), shorter men are more delinquent and criminal than taller men
(Farrington, 1992:Table 11.2(g), 1994:Table 2). Similarly, because women
seek out physically attractive men as short-term mates (Gangestad &
Simpson, 2000), physically attractive men in general should be less crim-
inal than physically unattractive men. Further, physical attractiveness (or
height) and social class should interact in their effect on criminality. Social
class should have a weaker negative effect on criminality among physically
attractive (taller) men than among physically unattractive (shorter) men.
Physically attractive (taller) men of lower class should be less criminal
than physically unattractive (shorter) men of lower class. Since social
scientists in general, and criminologists in particular, do not consider
physical attractiveness or height to be an important influence on human
behavior, these hypotheses are unlikely to be tested by traditional crimino-
logists anytime soon.

An evolutionary psychological perspective can also elucidate the mech-
anism whereby social class influences men’s criminality. From this
perspective, less intelligent individuals are expected to commit more
crime than more intelligent individuals (see later). And social class is
significantly negatively correlated with intelligence (Herrnstein & Murray,
1994; Kanazawa, 2005b:254–255). Thus lower class men may commit
more crime, not necessarily or not only because they are poor, but because
they are less intelligent. I would therefore predict that controlling for
men’s general intelligence may attenuate or even eliminate the negative
effect of social class on their criminality.

Satoshi Kanazawa102



Why the Less Intelligent, not the More Intelligent?

Criminologists have long known that criminals on average have lower in-
telligence than the general population (Herrnstein & Murray, 1994; Hirschi
& Hindelang, 1977; Wilson & Herrnstein, 1985). Juvenile delinquents are
less intelligent than nondelinquents (Wolfgang, et al., 1972; Yeudall, et al.,
1982), and a significant difference in IQ between delinquents and nonde-
linquents appears as early as ages 8 and 9 (Gibson & West, 1970). Chronic
offenders are less intelligent than one-time offenders (Moffitt, 1990;
Wolfgang, et al., 1972), and serious offenders are less intelligent than less
serious offenders (Lynam, et al., 1993; Moffitt, et al., 1981). The negative
correlation between intelligence and criminality is not an artifact of a
selection bias, whereby less intelligent criminals are more likely to be
caught than more intelligent criminals, because the correlation exists even
in self-report studies that do not rely on official police statistics (Moffitt &
Silva, 1988).

Why is this? Why do criminals have lower intelligence than the general
population? And why do more chronic and serious criminals have lower
intelligence than their less chronic and serious counterparts? A new
hypothesis in evolutionary psychology called the Savanna-IQ Interaction
Hypothesis (Kanazawa, 2005b, 2006a, 2006b, 2007a) suggests one possible
answer.

Relying on earlier observations made by pioneers of evolutionary
psychology (Crawford, 1993; Symons, 1990; Tooby & Cosmides, 1990),
Kanazawa (2004a) proposes what he calls the Savanna Principle, which
states that the human brain has difficulty comprehending and dealing with
entities and situations that did not exist in the ancestral environment. For
example, individuals who watch certain types of TV show are more satis-
fied with their friendships, just as they are if they had more friends or
socialized with them more frequently (Kanazawa, 2002). This may be
because realistic images of other humans, such as television, movies,
videos, and photographs, did not exist in the ancestral environment,
where all realistic images of other humans were other humans. As a
result, the human brain may have implicit difficulty distinguishing their
“TV friends” (characters they repeatedly see on TV shows) and their real
friends, and may tend to respond similarly to both.

In an entirely separate line of research, Kanazawa (2004b) proposes an
evolutionary psychological theory of the evolution of general intelli-
gence. In contrast to views expressed by Chiappe and MacDonald (2005)
and Cosmides and Tooby (2000, 2002), Kanazawa (2004b) suggests that
what is now known as general intelligence may have originally evolved as a
domain-specific adaptation to deal with evolutionarily novel, nonrecurrent
problems. The human brain consists of a large number of domain-specific
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evolved psychological mechanisms to solve recurrent adaptive problems.
In this sense, our ancestors did not really have to think in order to solve
such recurrent problems. Evolution has already done all the thinking, so
to speak, and equipped the human brain with appropriate psychological
mechanisms, which engender preferences, desires, cognitions and emo-
tions, and motivate adaptive behavior in the context of the ancestral
environment.

Even in the extreme continuity and constancy of the ancestral environ-
ment, however, there were occasional problems that were evolutionarily
novel and nonrecurrent, which required our ancestors to think and reason
in order to solve. To the extent that these evolutionarily novel, nonrecur-
rent problems happened frequently enough in the ancestral environment
(different problem each time) and had serious enough consequences for
survival and reproduction, any genetic mutation that allowed its carriers to
think and reason would have been selected for, and what we now call
“general intelligence” could have evolved as a domain-specific adaptation
for the domain of evolutionarily novel, nonrecurrent problems.

General intelligence may have become universally important in modern
life (Herrnstein & Murray, 1994) only because our current environment is
almost entirely evolutionarily novel. The new theory suggests, and avail-
able empirical data confirm, that more intelligent individuals are better
than less intelligent individuals at solving problems only if they are evo-
lutionarily novel but that more intelligent individuals are not better than
less intelligent individuals at solving evolutionarily familiar problems,
such as those in the domain of mating, parenting, interpersonal relation-
ships, and wayfinding (Kanazawa, 2007b).

The logical conjunction of the Savanna Principle and the theory of
the evolution of general intelligence suggests a qualification of the
Savanna Principle. If general intelligence evolved to deal with evolutionar-
ily novel problems, then the human brain’s difficulty in comprehending
and dealing with entities and situations that did not exist in the ancestral
environment (proposed in the Savanna Principle) should interact with
general intelligence, such that the Savanna Principle holds stronger among
less intelligent individuals than among more intelligent individuals. More
intelligent individuals should be better able to comprehend and deal with
evolutionarily novel (but not evolutionarily familiar) entities and situ-
ations than less intelligent individuals.

There has been accumulating evidence for this Savanna-IQ Interaction
Hypothesis. First, individuals’ tendency to respond to TV characters as if
they were real friends, first discovered by Kanazawa (2002), is limited to
those with below median intelligence (Kanazawa, 2006a); individuals with
above median intelligence do not become more satisfied with their friend-
ships by watching more television.
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Second, less intelligent individuals have more children than more intel-
ligent individuals, even though they do not want to, possibly because they
have greater difficulty employing evolutionarily novel means of modern
contraception (Kanazawa, 2005b). Another indication that less intelligent
individuals may have greater difficulty employing modern contraception
effectively is the fact that the correlation between the lifetime number of
sex partners and the number of children is positive among the less intelli-
gent but negative among the more intelligent. The more sex partners less
intelligent individuals have, the more children they have; the more sex
partners more intelligent individuals have, the fewer children they have.

Third, more intelligent individuals stay healthier and live longer than
less intelligent individuals possibly because they are better able to recog-
nize and deal effectively with evolutionarily novel threats and dangers to
health in modern society (Deary et al., 2004; Gottfredson & Deary, 2004;
Kanazawa, 2006b). Consistent with the hypothesis, however, general intel-
ligence does not affect health and longevity in sub-Saharan Africa, where
many of the health threats and dangers are more evolutionarily familiar
than elsewhere in the world. For example, relative to the western society,
comparatively more people die of (evolutionarily familiar) hunger and
natural diseases, and comparatively fewer from (evolutionarily novel)
automobile accidents and gunshot wounds in sub-Saharan Africa. Fourth,
more intelligent individuals are more likely to acquire and espouse evo-
lutionarily novel values, such as liberalism, atheism, and, for men, sexual
exclusivity, than less intelligent individuals (Kanazawa, 2007a). However,
consistent with the hypothesis, intelligence does not affect the acquisition
and espousal of evolutionarily familiar values for marriage, children,
family, and friends.

Now, what does the Savanna-IQ Interaction Hypothesis have to do with
crime? How can it explain the empirical observation that criminals tend to
be less intelligent on average than the general population?

From the perspective of the hypothesis, there are two important points
to note. First, much of what we now call interpersonal crime today was a
routine means of intrasexual competition and resource acquisition and
accumulation in the ancestral environment. This is most obvious from the
fact that our primate cousins engage in what we call theft and robbery if
perpetrated by humans (de Waal, 1989, 1992; de Waal, et al., 1993). More
than likely, ancestral men competed with each other for resources and
mating opportunities by stealing from each other if they could get away
with it. In other words, most forms of criminal behavior are evolutionarily
familiar.

Second, the institutions that deter, control, detect, and punish criminal
behavior today—CCTV cameras, the police, the courts, and the prisons—
are all evolutionarily novel; there was no third-party enforcement of
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norms in the ancestral environment, only second-party enforcement (by
the victims and their kin and allies). In other words, the modern criminal
justice system is an evolutionarily novel institution to deal with evolution-
arily familiar criminal behavior.

Thus it makes perfect sense from the perspective of the Savanna-IQ
Interaction Hypothesis that men with lower intelligence are more likely to
resort to evolutionarily familiar means of competition for resources,
status, and mating opportunities than to evolutionarily novel means (theft
rather than full-time employment in a capitalist economy, forcible rape
rather than long courtship), possibly because they are less likely to recog-
nize or comprehend the evolutionarily novel alternatives. It also makes
perfect sense from the perspective of the hypothesis that men with lower
intelligence fail fully to comprehend the consequences of their criminal
behavior imposed by evolutionarily novel entities of law enforcement and
the criminal justice system. Hence the Hypothesis can explain why less
intelligent individuals are more likely to engage in criminal behavior than
more intelligent individuals.

The Savanna-IQ Interaction Hypothesis can also suggest a novel
hypothesis with regard to intelligence and criminality. As mentioned earl-
ier, while third-party enforcement (the police and the criminal justice
system) are evolutionarily novel, second-party enforcement (retaliation
and vigilance by the victims and their kin and allies) is not. Thus the
hypothesis would predict that the difference in intelligence between
criminals and noncriminals disappears in situations where third-party
enforcement of norms is weak or absent, and criminal behavior is
controlled largely via second-party enforcement, such as situations of
prolonged anarchy and statelessness, in fact, any situation that resembles
the ancestral environment.

Conclusion

By focusing on the importance of status and material resources for sur-
vival and reproductive success, and by underscoring the ultimate repro-
ductive functions of all human behavior, an evolutionary psychological
perspective can shed new theoretical light on crime. In particular, it can
simultaneously explain why all interpersonal and property crimes are an
overwhelmingly male enterprise; why young men are far more likely to
engage in crime than older men (the age–crime curve); why social class
and criminality are negatively correlated (the association being far from a
“myth”); and why criminals in general tend to be less intelligent than
noncriminals. It can also elucidate the causal mechanism behind why
lower class men are more likely to engage in crime than upper class men,
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and why less intelligent men are more likely to engage in crime than more
intelligent men.

At the same time, by focusing on individual characteristics that
traditional criminologists and social scientists tend to overlook, such as
physical attractiveness, height, and general intelligence, an evolutionary
psychological perspective on crime can suggest novel hypotheses. For
example, lower class men who are physically more attractive should be less
criminal than lower class men who are physically unattractive, and the
difference in intelligence between criminals and noncriminals should
weaken to the extent that third-party enforcement (characteristic of mod-
ern society but not the ancestral environment) is absent. These and other
novel hypotheses from an evolutionary psychological perspective on
crime await empirical tests.

Notes

1. This is how Darwin originally defined natural and sexual selection, as two separate processes.
That’s why he wrote two separate books—On the Origin of Species by Means of Natural Selection
(1859) to explain natural selection, and The Descent of Man, and Selection in Relation to Sex (1871)
to explain sexual selection. In the 1930s, however, biologists redefined natural selection to sub-
sume sexual selection, and began to contend that differential reproductive success was the cur-
rency of natural selection. This is now the orthodox in all biology textbooks.

I concur with Miller (2000:8–12), Campbell (2002:34–35) and others in the current generation
of evolutionary psychologists and believe that we should return to Darwin’s original definitions
and treat natural and sexual selection as two distinct processes. I am fully aware that this view is
still controversial and in the minority, but I firmly believe that the conceptual separation of
natural and sexual selection will bring theoretical clarity in evolutionary biology and psychology.

2. Technically, however, the environment of evolutionary adaptedness “is not a place or a habitat, or
even a time period. Rather, it is a statistical composite of the adaptation- relevant properties of the
ancestral environments encountered by members of ancestral populations, weighted by their
frequency and fitness-consequences” (Tooby and Cosmides, 1990:386–387). In other words, the
environment of evolutionary adaptedness might be different for different evolved psychological
mechanisms.

3. In their defense, however, the thieves were constrained by the insane UK banking laws, which do
not allow individuals to cash checks at all; personal checks in the UK must be deposited directly
into a bank account.
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Part II

Major Correlates of Crime

Having provided the important background concepts, Part II of this book
applies them to major correlates of crime. The first three correlates are the
major demographic variables of gender, race, and age. The remaining two
correlates are substances that affect the functioning of individuals in vari-
ous ways: drug and alcohol abuse and testosterone. What we have to be
aware of is that correlates are just that—correlates. They are descriptors
and predictors, but they assuredly are not explanations. We have to dig
much deeper to understand why these variables have the effect that they
do on criminal offending, and we can only do so with the concepts, tools,
and methods of biosocial criminology.

Chapter 6 is an evolutionary analysis of gender differences in crime.
Everywhere and always males commit far more crime (and other deviant
and antisocial acts) than women. Furthermore, the more violent the act
the more males are overrepresented in its commission. The correlations
Anne Campbell presents in this chapter show forcefully that female
offenders are overwhelmingly found in the same places as their male
counterparts i.e., among single-parent families residing in poor, socially
disorganized neighborhoods. In other words, although males and females
are raised together and are exposed to a similar set of developmental
conditions, their rates of offending are vastly different. Additionally, the
individual-level correlates of offending such as low self-control, conduct
disorder, low IQ, and ADHD are the same for both sexes (Moffitt, et al.,
2001).

The typical sociological explanation for gender differences in behavior
is gender-differentiated socialization, which many sociologists tend to
view as an arbitrary historical accident (Kennelly, et al., 2001). Consistent
with this view, sociologically oriented criminologists explain the gender
ratio in criminal offending in terms of socialization; i.e., males are social-
ized to be aggressive and dominant, and women are socialized to be
nurturing and conforming. This suggests that if males and females were



socialized identically their rates of offending would be roughly the same.
Parents in all cultures do socialize males and females differently because
they know that they are different. As Sanderson (2001:198) points out,
socialization patterns “simply represent social confirmation of a basic
biological reality that is easily recognized by people in all societies.” Diana
Fishbein (1992:100) sums up the issue of gender differences in crime by
informing us that: “Cross cultural studies do not support the prominent
role of structural and cultural influences of gender-specific crime rates as
the type and extent of male versus female crime remains consistent across
cultures.”

For the biosocial criminologist, culture can and does mold masculine
and feminine characteristics in many diverse ways, but biological sex
places constraints on how malleable gender can be. In other words, gender
rests on a foundation of differential neurological organization that reflects
the influence of prenatal hormones, which in turn reflect sex-specific
evolutionary pressures. These hormones “wire” male and female brains
differently, and those differences make the sexes differentially responsive
to different patterns of behavior. Sarah Bennett and her colleagues
(2005:273) provide us with a thumbnail sketch of the pathways from sex-
differentiated brain organization to antisocial behavior:

Males and females vary on a number of perceptual and cognitive information-
processing domains that are difficult to ascribe to sex-role socialization . . . the
human brain is either masculinized or feminized structurally and chemically
before birth. Genetics and the biological environment in utero provide the
foundation of gender differences in early brain morphology, physiology, chem-
istry, and nervous system development. It would be surprising if these differences
did not contribute to gender differences in cognitive abilities, temperament, and
ultimately, normal or antisocial behavior.

Campbell’s chapter provides us with an ultimate-level explanation of the
evolutionary reasons why male and female brains are “wired” differently.
The sexes have been subjected to eons of sex-differentiated evolutionary
pressures having to do with reproductive success. Campbell’s main idea is
that the asymmetry in the costs of reproduction (female investment is
enormous, while male investment is necessarily only the few minutes
spent copulating) has led females to evolve a tendency to be more fearful
than males in situations that pose a significant risk of physical injury. It is
this tendency to avoid harm, along with other traits tied to nurturance,
that is the reason behind why females are far less inclined to commit
antisocial acts.

Just as Anne Campbell’s chapter could attract accusations of sexism
for attempting a naturalistic explanation of gender differences in crim-
inal behavior, John Paul Wright’s chapter could just as easily attract
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accusations of racism. Such ad hominem attacks, of course, have no place
in science. Wright points out that the people most likely to benefit from a
forthright discussion of crime are those most likely to suffer from it—
African Americans.

Just as social scientists claim that there are no “real” differences between
the sexes, they also claim that there are no racial differences other than
socially constructed differences. This continues to be the mantra despite a
cascade of studies showing that geneticists can identify racial and ethnic
groups with uncanny accuracy. For instance, Tang and his associates
(2005) genotyped 3,636 individuals of varying race/ethnicities and were
able to place all but 5 (0.14%) into one of the self-identified major racial/
ethnic groups (white, African American, East Asian, and Hispanic). The
researchers (2005:268) concluded that: “[A]ncient geographic ancestry,
which is highly correlated with self-identified race/ethnicity—as opposed
to current residence—is the major determinant of genetic structure in the
U.S. population.” It is Wright’s position that given the impeccable logic of
evolutionary biology, variance in the genetic makeup of the races is to be
expected since the three major races evolved over many thousands of years
in quite different environments (the “ancient geographic ancestry” of
Tang, et al.).

In the United States, the difference between blacks and whites in crim-
inal behavior is approximately the same as that between males and
females, and this is also true in other countries such as Canada and the
United Kingdom (Walsh, 2004). Also like male/female differences, the
more serious the crime the more blacks are overrepresented in their
commission (e.g., burglary vs. robbery). Indeed, Eric Hickey (2006:143)
tells us that between 1994 and 2004 approximately 44 percent of serial
killers have been black, a figure that contradicts public stereotypes about
serial killers.

Just as Campbell uses evolutionary logic to theorize about gender dif-
ference, Wright posits that natural selection in different environments has
favored different traits in different racial groups. Africans evolved in warm
climates in which food was plentiful; Asians and Europeans evolved in
colder climates in which food acquisition was problematic. Consequently,
there was a greater need among the latter groups to plan ahead for a
number of contingencies, which led to higher “executive functioning”
than among those whose ancestors evolved in Africa. We do observe that
when the three races coexist in the same environment (for instance, the
modern United States), Asians outperform whites, who outperform
blacks, in many areas of social organization such as greater family income,
less likelihood of divorce, lower rates of sexually transmitted diseases and
out-of-wedlock births, and of course, lower crime rates (Walsh, 2004).

The age–crime curve is subjected to biosocial analysis in Walsh’s
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chapter. This is an area in which the writer is safe from ad hominem
attacks since we were all once young and will all grow old. As indicated in
the chapter, criminologists have been incapable of explaining the age–
crime curve using sociological variables and have steadfastly refused to
examine the data coming from the neurohormonal sciences. Just before
writing this introduction, we examined three of the latest texts on juvenile
delinquency, and not one of them mentioned (or at least went into any
detail about) the profound hormonal and neurological changes that take
place during puberty. These changes, and the evolutionary reasons why
they occur, are the focus of Walsh’s chapter (8).

In many ways, a biosocial perspective on adolescent offending may be
the best entrée into biosocial criminology because examining the goings-
on of adolescence, which are things that will pass, does not carry with it
the threat of someone stooping to name calling. One of the best argu-
ments for those who resist scientific arguments is the Roper vs. Simmons
case heard by the United States Supreme Court in 2005. In this case, the
Court ruled that the juvenile death penalty was unconstitutional. Much of
the reasoning behind the Court’s decision came not from heart-tugging
appeals or the rants of righteous outrage, but from hard science data on
the immaturity of the adolescent brain. If the data are good enough to
convince the Supreme Court on such an important issue, they should be
more than enough to convince criminologists that they are of the utmost
importance to understanding why adolescence is accompanied every-
where by a large increase in antisocial behavior.

Substance abuse and its relationship to crime is the subject of Michael
Vaughn’s chapter (9). Vaughn’s chapter helps to bring together many of
the brain structures and functions mentioned in previous chapters in the
context of substance abuse, which is a major risk factor for all kinds of
crime. Vaughn points out that substance abuse and crime crosses many
disciplinary fields and that not to utilize a cross-disciplinary framework
leads to many serious misunderstandings.

The chapter links substance abuse first to the mesolimbic reward
system in which he talks about the “go” neurotransmitter dopamine and
the “stop” neurotransmitter serotonin. Vaughn shows how these stop/go
systems differ in people according to polygenic variations, and how these
variations are the same ones linked to syndromes such as conduct dis-
order and ADHD, which were examined in the previous chapter as highly
associated with antisocial behavior. In other words, some people are sit-
ting ducks for substance abuse, and therefore probably for antisocial
behavior too.

Vaughn notes that crime and substance abuse are inextricably linked,
but we should not fall into the trap of believing that substance abuse
causes crime. Research indicates that drug abuse does not initiate a
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criminal career, although it does increase the extent and seriousness of
one (Menard, et al., 2001). The reciprocal (feedback) nature of the drugs/
crime connection is explained by Menard, et al. (2001:295) as follows:
“Initiation of substance abuse is preceded by initiation of crime for most
individuals (and therefore cannot be a cause of crime). At a later stage of
involvement, however, serious illicit drug use appears to contribute to
continuity in serious crime, and serious crime contributes to continuity in
serious illicit drug use.”

The final chapter in Part II is Allan Mazur’s chapter on testosterone.
Mazur takes pains to emphasize that testosterone is not the “raging bull”
substance that turns gentle Dr. Jekylls into violent Mr. Hydes as the popu-
lar press sometimes makes out. In human beings, testosterone drives
dominance, not aggression because by far the majority of dominance
contests for status among humans are not aggressive. Readers who tend
to think of biosocial explanations as “biological determinism” should
pay special attention to Mazur’s discussion of reciprocal causation. He
emphasizes that not only does testosterone affect dominance, but domin-
ance also affects testosterone. In other words, engaging in dominance
contests increases testosterone levels in participants.

Much of what Mazur writes further clarifies at a very basic molecular
level the gender, race, and age effects discussed in previous chapters. For
instance, he points out how androgens (testosterone being the most
important of these) masculinize the XY brain by organizing it in a way
that will activate male-typical behavior during puberty. This adds to the
discussion of gender in Campbell’s chapter and to Walsh’s discussion of
puberty. Mazur’s discussion of dominance contests among young black
males in so-called “honor subcultures” adds considerably to Wright’s
chapter by pointing out how environmental factors can affect biological
factors. Note that Mazur indicates that black/white differences in
testosterone levels tend to be only found when one compares whites
with blacks who are younger, poorer, and involved in the highly violent
dominance contests that occur in inner city honor subcultures.
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6

Gender and Crime: An Evolutionary Perspective
Anne Campbell

Although crime rates may rise and fall across nations and time, some
facts remain constant. These invariances can provide clues as to the most
appropriate theoretical approach to understanding sex differences in
criminal behavior.

First, the crime rate of men, as a sex, everywhere and at all times exceeds
that of women. At a theoretical level, those who wish to argue that crime
rates are a product of the socialization of boys and girls must explain
how and why societies everywhere and throughout history have reached
such consistent convergence in their differential treatment of the sexes.
At an empirical level, they must also address data on the similarity of
parents’ socialization of sons and daughters. Lytton and Romney’s (1991)
meta-analysis revealed no differences in parents’ style of interaction,
encouragement of achievement or dependency, warmth, restrictiveness,
discipline, and use of reasoning. Although developmental psychologists
have repeatedly raised objections to the results, none have yet presented a
reanalysis or replication.

Second, ecological factors that drive up male crime drive up female
crime rates also (Steffensmeier & Haynie, 2000). The correspondence
between the two sexes’ rates is staggeringly high. Over 48 US states, the
correlation between male and female rates is r = .95 for violent crime and
r = .99 for property offences (Campbell, et al., 2001). Similarly high cor-
relations appear over nations using data from the International Criminal
Police Organization: murder (r = .98), assault (r = .99), minor theft (r =
.96) and fraud (r = .95). These data strongly suggest that the men and
women respond in a similar way to local social and economic circum-
stances, but that the threshold for engagement in criminal behavior is
lower for men than for women.

Third, this threshold model is further supported by the finding that the
risk factors for delinquent behavior are not only depressingly clear to the
person in the street—poor academic achievement, lack of supervision,



and appropriate discipline by parents, low socioeconomic neighbor-
hood—but identical for boys ands girls (Fergusson & Horwood, 2000;
Moffitt, et al., 2001). Girls and boys respond to the same adversities in
development, but girls have a higher threshold for criminal involvement.

Fourth, when women do become criminally active their involvement is
concentrated in non-confrontational crimes, such as prostitution, fraud,
larceny, embezzlement, and forgery (see Figure 6.1). Again this raises
questions for socialization or enculturation explanations of sex differ-
ences. Can it be the case that parents, whose views on the position of
women may vary from liberal to oppressive, all choose to communicate to
girls that prostitution is more acceptable than assault, and to boys that
burglary is more acceptable than fraud?

In summary, girls and boys differ in their threshold for engaging in
crime. And when adverse circumstances drive them across that threshold,
boys engage in riskier acts than girls. To address the reasons for this, we
must make a brief digression to some basic facts of reproductive biology
that have provided the background to evolutionary psychologists’ explan-
ations of the sex difference in crime.

Figure 6.1 Percentage of Crimes Committed by Females in the United States
1964–2004 (Average of 5-year Intervals).
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Parental Investment and Reproductive Success

In mammalian species, mothers make a higher parental investment in
their offspring than do fathers. At a biological level, this sex difference is
reflected even before conception in anisogamy—the relative time and
cost of gamete production. Men produce an average of 150 million sperm
per ejaculate (and can do this several times a day) while women take
28 days to mature and deliver an ovum. Once fertilized, a woman’s body
will commit her to 9 months of gestation and, in times past, 3 or 4 years
of lactation. Lactation is even more costly to sustain in terms of calories
than pregnancy. During breastfeeding the mother releases prolactin,
which inhibits ovulation and makes it unlikely that she will become preg-
nant during this time. Oxytocin, which triggers labor, is also released
during breastfeeding and is implicated in the strong calming bond
between mother and infant (Campbell, 2008). Women are limited in the
number of offspring they can produce (by gestation, lactation, and meno-
pause) and each child represents a massive investment of time and energy.
In cold economic terms, a woman’s replacement cost per offspring is
much higher than a man’s. Everywhere, mothers are the chief carers of
their children—feeding, cleaning, supervising and ensuring their safety
and survival. Throughout the thousands of years of human evolution,
when life was fragile and there were no state services to intervene: “Deser-
tion by one’s mother means almost certain death, whereas desertion by
one’s father generally means only a reduction of resources” (Mealey,
2000:341).

In nonhuman primates, the sex that takes primary responsibility for
raising offspring (usually but not always the female) has a longer survivor-
ship than the parent whose contribution is lower (Allman, et al., 1998).
Among humans, studies from 17th-century Germany to the contempor-
ary Gambia attest to the more serious consequences to an infant of losing
a mother rather than a father (Campbell, 2002). Females are in repro-
ductive competition with their own sex and females who were careless
with their lives left fewer surviving children than their more cautious
peers.

Females in many species act as a limiting resource for males. The
Bateman principle affirms that, for a female, mating with multiple males
does not increase her reproductive output although for a male multiple
sexual partners confer a significant reproductive advantage over male
rivals. Polygyny benefits males and contemporary men show a number of
characteristics that are suggestive of a prehistory of polygyny. Polygyny is
strongly associated with sex differences in size and strength: Because
males compete with one another to gain access to extra female partners,
there is selection for larger and stronger males over the generations.
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Australopithecus males were between 50 and 100 percent larger than
females (Geary, 2000). Although the size of the sex difference has dimin-
ished—probably as a result of less intense male competition consequent
on an increase in paternal investment—it has remained relatively constant
over the last 300,000 years with males being about 20 percent larger than
females. Men have larger skeletal muscles, a greater capacity for carrying
oxygen in the blood and for neutralizing the chemical products of physical
exercise.

In polygynous species, puberty occurs earlier in females than in males.
The bigger a male is when he enters the ferocious male-male contest for
mating opportunities, the greater his chance of success. In humans, boys
reach puberty at the age of about 13–14, approximately 2 years later than
girls (Tanner, 1978). Males in polygynous species also tend to die earlier
than females. The Y chromosome instructs the formation of testes and
consequent testosterone production, which energizes youthful sexual and
competitive behavior—but at a cost. In the long term, it compromises
the immune system leading to men’s earlier death relative to women.
Despite increases in human longevity, women’s life expectancy remains
5–10 percent longer than that of men. Another biological characteristic
associated with polygyny is testes size (Harcourt, et al., 1981). Any male
who mates with many females must produce copious quantities of sperm
to compete with those of other males. Admittedly, human testicles look
rather undersized in comparison with our promiscuous chimpanzee
cousins but they are considerably more impressive than those of the gor-
illa. A final requirement of the successfully polygynous male is a strong sex
drive and this seems to be a marked feature of human males. In a review
of 177 data sources (Oliver & Hyde, 1993), men had a far more positive
attitude toward casual sex than did women, they had intercourse more
frequently, and the biggest difference of all was in incidence of masturba-
tion—often as a substitute for sex with a partner. Men experience sexual
fantasies and sexual arousal about once a day (compared to about once
a week in women), and they more often fantasize about someone with
whom they have not yet had sex.

If there has been a history of polygyny in our species, how can we
explain the widespread biparental care in humans? Remaining with one
woman means that a man’s reproductive output is entirely constrained by
that of his partner—which as we have seen is low. Why do men stay? The
mathematical answer is straightforward: If the number of surviving child-
ren a man can produce from multiple females each raising his child
alone is lower than the number of surviving children from a single mate,
he should stay with one partner (Clutton-Brock, 1991). This equation
points to two critical variables: The first is a male’s ability to attract
multiple partners. If a woman is to receive no material or emotional
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assistance from a mate but only his genes, then she should ensure that they
are of exceptionally high quality. Male genetic quality is manifested in
facial and bodily symmetry. (Asymmetry results from gene mutation,
errors in gene translation, and disease-reflecting immune system failure.)
Women experience this pleasing symmetry as attractiveness. Attractive
men are best placed to pursue a pure “cad” strategy. The rest are better
served by recognizing their limitations and opting for one partner in the
hope of producing at least some progeny. However, where men are in
short supply, market forces may mean that even less attractive males are
able to recruit multiple short-term partners.

The second variable is the marginal value of male support. If the pre-
sence of a male helper makes no difference to the likely survival of the
offspring then a male is “wasting” his time and resources by staying. In
humans, a father’s presence can reduce offspring mortality, morbidity,
stress levels and problem behaviors, and increase economic and emotional
resources associated with children’s social, academic, and employment
success (Geary, 2000). This “paternal advantage” is most evident at the
economic and ecological margins where survival is precarious and a sec-
ond parent can make a real difference between life and death, between
food and starvation (Gangestad & Simpson, 2000).

Crime: Evolutionary Accounts

Evolution is about the differential transmission of genes. Evolutionary
psychologists are interested principally in the phenotypic effects of those
selected genes—the kinds of body and mind they produce, and, in terms
of the present argument, how males and females differ as a result of
different selection pressures. What psychological mechanism might lie
behind the sex difference in crime?

As Table 6.1 shows, most answers have resulted from posing the ques-
tion with male behavior as the object of explanation: Why do men show
higher rates of aggression and other risky behaviors compared to women?
Daly and Wilson’s (1988) answer, the most comprehensively argued in
terms of evolutionary biology and the forerunner of later proposals,
hinges on the human legacy of polygyny and its implications for intra-
sexual aggression and violent crime. Polygyny can be operationalized as
the relative variance in male and female reproductive success. Under abso-
lute monogamy the variance is equal but, under polygyny, males’ fitness
variance increases in line with the greater gap between the most and least
reproductively successful men. Even in contemporary “monogamous”
societies, men’s fitness variance is slightly greater because a minority of
men attract more than their fair share of reproductive opportunities while
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others fail to attract a mate at all. This engenders intra-sexual competition
among men resulting in the fact that male-on-male attacks are the most
common form of violence. Men are not consciously competing for
women—they are competing for status and dominance over other men.
This bellicosity extends to other forms of risk taking under the principle
of honest advertising: To demonstrate that one poses a credible threat
to others it is necessary to demonstrate a reckless disregard for personal
safety. The psychological mediator of sex differences in crime is young
men’s “taste for risk” (Wilson & Daly, 1985). This is more marked in
neighborhoods where other means of demonstrating rank (academic
achievement, employment prestige, surplus wealth) are out of reach.

Others have followed Daly and Wilson in emphasizing men’s stronger
need to establish status relative to other members of their sex but have
extended the argument to encompass property as well as violent crime.
This has been achieved by introducing the concept of intersexual competi-
tion (sometimes called epigamic display or female choice): Whichever sex
makes the lesser parental investment (males in our species) must advertise
the qualities that are most preferred by the higher investing sex (females).
Women’s ability to rear children is enhanced by male provision of
resources (which are associated with social status) and this emerges as an
important factor in surveys of mate choice. Women place a higher value
on status, resources and ambition in selecting a mate than do men (Buss,
1989). For this reason, men should be particularly concerned with acquir-
ing resources and, where they are unable to obtain them legitimately,
should resort to riskier criminal means. The key variable mediating the
sex difference in expropriative crime is greater male competitiveness and
status striving, which some argue derives from prenatal and circulating
testosterone levels (Ellis, 2004; Kanazawa & Still, 2000). Ellis (2004) con-
tends that young men with high testosterone but poor ability to learn
and plan are most likely to be involved in street crimes such as robbery
and mugging. Vila (1994) extended Cohen and Machalek’s ecological
analysis of theft and property offenses to encompass all forms of crime.
They argue that through cultural learning (itself an evolved human abil-
ity) the disadvantaged employ a range of criminal strategies by which to
garner resources, power, and hedonistic experiences in impoverished
environments.

There is a broad consensus that the motivation to achieve status and
surplus resources is more critical for male than for female reproductive
success and that there has been sexual selection for a willingness (even
eagerness) to take criminal risks in pursuit of these goals where con-
ventional avenues are closed. Because Kanazawa and Mazur (Chapters 5
and 10, this volume) scrutinize this approach to male crime in detail, I will
concentrate on the female side of the equation. The male-centered
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approach has dominated evolutionary psychology and perhaps the reason
for this is captured by Alexander’s (1979:241) remark that “the entire life
history strategy of males is a higher-risk, higher-stakes adventure than
that of females.” Men’s adventures, especially centered on sex and vio-
lence, are more engaging than the long and mundane road of childrearing
taken by women.

In male-centered explanations, women are implicitly treated as a
default option: Women commit less crime because, as the limiting sex,
they have no need to compete for copulations (or for the status and
resources that bring mating success). A female-centered approach (“Why
do women lag behind men in crime commission?”) puts females centre
stage and treats them as the object of sexual selection just as much as
males. True, females have no need to compete with one another for copu-
lations, but in evolutionary terms, they are in competition to successfully
raise their limited number of offspring. As Hrdy (1999:69) so eloquently
expressed it: “For species such as primates, the mother is the environ-
ment, or at least the most important feature in it during the most peril-
ous phase of any individual’s existence. Her luck plus how well she copes
with her world—its scarcities, its predators, its pathogens, along with her
conspecifics in it—are what determine whether or not a fertilization ever
counts.” Her most important proximate goal is to stay alive because it is
she who, given 100 percent maternal certainty, limited reproductive years
and high replacement costs, has most to gain by ensuring that her off-
spring survive.

Let me pose an evolutionary-minded reverse engineering question: If
you had to tinker with the brain to ensure that an organism was especially
averse to exposing itself to danger, what would you do? A good candidate
might be to decrease the threshold for experiencing fear.

Sex Differences in Fear and Self-control

Fear is an evolutionarily conserved system of motivation and affect that is
“designed to detect danger and produce responses that maximize the
probability of surviving” (LeDoux, 1996:128). The amygdala in the tem-
poral lobes plays a central role in coordinating immediate response to
fear-provoking stimuli. Once activated, the amygdala’s connections to a
variety of other brain structures cause increases in heart rate, blood pres-
sure, respiration, ACTH secretion, vigilance, and cortical arousal. Behav-
iorally, it triggers freezing “to suppress approach responses that might lead
the organism into a harmful situation” (Derryberry & Rothbart, 1997).

There are pervasive sex differences in the experience of fear. Develop-
mentally, girls express fear earlier than boys and show more hesitation and
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greater distress in approaching novel objects (Gullone, 2000). Among
adults too, women report more intense fear than men and this is true
cross-culturally (Brebner, 2003; Fischer & Manstead, 2000). Physiologic-
ally, women show greater increases in skin conductance and a more
marked startle reflex to physically threatening scenes (McManis, et al.,
2001). While women are superior to men in accurately identifying emo-
tions, they show an even greater accuracy for decoding fear than other
emotions (Hall, et al., 2000). Women are much more likely than men to
suffer from specific phobias and generalized anxiety. Men make riskier
decisions than women and this sex difference is especially marked when
the risks are physical or life threatening. After a comprehensive review,
Byrnes, et al. (1999:378) conclude that: “[F]ear responses may explain
gender differences in risk taking more adequately than the cognitive
processes involved in the reflective evaluation of options.”

Sex differences in fear have been empirically identified as mediators
of the sex differences in aggression. Eagly and Steffen (1986) had 200
judges rate 63 experimental studies of aggressive behavior on a 15-point
scale in terms of “How much danger you would face if you enacted this
behavior?” Female judges rated the danger higher than male judges and
sex differences in aggression were significantly larger to the extent that
women estimated that they would face more danger than males. In a
further meta-analysis, Bettencourt and Miller (1996) also found signifi-
cant sex differences in danger judgments and again effect sizes for aggres-
sion were larger where female judges perceived greater danger than males.
Faced with the same low level of objective danger (a university labora-
tory), women found the situation more dangerous and this predicted their
lower level of aggression relative to men. In summary, evidence from a
variety of disciplines and methods suggest that there are sex differences in
fear. These are evident self-reports, psychometric inventories, reactions to
real or hypothetical events, and vulnerability to pathological fear. The sex
difference in fear accounts for a considerable portion of the differences
observed in aggressive behavior.

Developmentally, fear also forms the infrastructure for the child’s
acquisition of self-control, also called behavioral inhibition or effortful
control. In infancy, fear “automatically” drives attentional processes,
such that highly anxious individuals show enhanced attention to threats.
This “reactive control” acts as a platform for the later development of
“effortful control”—a form of response inhibition that is stronger in those
with higher levels of fear. Weak effortful control is associated with
externalizing problems and aggression (Fox, et al., 2005). The effect size
for the sex difference in studies of children’s effortful control, d = −1.01, is
one of the largest ever reported (Else-Quest, et al., 2006). Boys outnumber
girls in psychopathologies deriving from poor inhibitory control such as
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attention deficit hyperactivity disorder, conduct disorder, oppositional
defiant disorder, and psychopathy.

Criminologists have also been interested in what they term “low self-
control” operationalized as a combination of impulsivity, risk seeking,
present orientation, temper, and carelessness (Gottfredson & Hirschi,
1990). The effect size, d = .41, for the impact of low self-control on
delinquency over 21 studies ranks as “one of the strongest known
correlates of crime” (Pratt & Cullen, 2000:952). The impulsivity and risk-
seeking subscales are almost as predictive as the full scale and sex differ-
ences in self-control are especially pronounced for these two subscales.
Self-control eliminates or significantly reduces the effect of sex on general
and violent adolescent offending (e.g., LaGrange & Silverman, 1999).

To the extent that impulsivity represents the obverse of self or effortful
control, we would expect to see sex differences in adult community sam-
ples. However, whether these are found depends on the psychometric
measure employed. Many impulsivity inventories pose general statements
about impulsive behavior where no explicit danger is likely to result
from the action e.g., “I often act without thinking,” “Do you often do
things on the spur of the moment?” Such inventories tend to produce
weak, inconsistent, or null sex differences (Campbell, under review).
Other impulsivity inventories incorporate items that carry an element of
risk or danger (e.g., “I have sometimes done things just for kicks or
thrills,” or “I sometimes like doing things that are a little frightening”)
and here sex differences are apparent. Women score lower than men on
measures of excitement seeking, thrill and adventure seeking, boredom
susceptibility, disinhibition, venturesomeness, and impulsive sensation
seeking, and higher on harm avoidance. While women may be impulsive
in retail purchasing or expressing emotion, they are much less likely than
men to act impulsively where there is an element of risk involved, for
example, running amber lights or experimenting with drugs. Impulsive
sensation seeking completely mediates the relationship between gender
and a composite measure of six risky behaviors: drinking, smoking, drug
use, sex, driving, and gambling (Zuckerman & Kuhlman, 2000). A meas-
ure of “risky impulsivity” completely mediates the relationship between
gender and both physical and verbal aggression (Campbell, under review).

In summary, fear and effortful control have emerged as important cor-
relates of aggression and antisocial behavior in the domains of develop-
mental, clinical, and criminological psychology. Because they show robust
sex differences, they are also strong contenders as evolved psychological
mediators of the sex difference in crime. If women experience fear at a
lower threshold than men and inhibit risk-taking behavior accord-
ingly, the pattern of sex differences found in criminal statistics becomes
interpretable. Women, as a sex, will be less involved in crime generally,
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but they will show particular reluctance to engage in high-risk crimes
that carry an element of danger. We can now examine specific crimes
in light of the evolutionary principles of sexual selection and parental
investment.

Women and Their Crimes

Women are underrepresented in crimes of violence generally, but espe-
cially so in robbery where only 9 percent of offenders are female. What
marks this out as a quintessentially male crime? Of course, it is a means
of getting money—but so are larceny, burglary and a range of non-
confrontational expropriative crimes. The essence of robbery is a face-to-
face confrontation between offender and victim in which the threat or use
of force is employed to establish the offender’s control of the situation and
to intimidate the victim. As others have noted: “[T]he robbery setting is
the ideal opportunity to construct an ‘essential’ toughness and ‘male-
ness’ ” (Messerschmidt, 1993:107) and “unless it is given sense as a way of
elaborating, perhaps celebrating, distinctively male forms of action and
ways of being . . . stickup has almost no appeal at all” (Katz, 1988:247).
What is this masculine appeal?

Robbers use physical intimidation to dominate their victim. The male
preoccupation with hierarchical dominance relations is interpretable
from the intra-sexual competition that goes with men’s greater fitness
variance (see Kanizawa, Chapter 5, & Mazur, Chapter 10, this volume). In
consequence, men show particular sensitivity to behaviors that directly
challenge their status (slights and putdowns) and to attempts to control or
diminish their autonomy. Masculine dominance relationships are appar-
ent from childhood. While girls establish friendship networks in which
the impression of equality is paramount and “popular” girls are para-
doxically disliked, boys form dominance hierarchies that are often based
on physical prowess and athleticism. Boys’ rough-and-tumble play from
infancy onward is a form of apprenticeship for later aggressive inter-
changes. In tough urban communities, boys later play at “yoking”: One
runs up behind another, locks his arms around the victim’s neck and
effectively incapacitates him. Later still, they turn to mugging—a crime
dependent on youthful speed and agility but which lacks the face-to-face
confrontation that demonstrates courage and provides the thrill of
robbery. At the moment when the robber demands that the victim “give it
up” or “hand it over,” he is talking as much about status and autonomy as
about money. The aim is to dominate the victim, to completely delimit his
options and control the unfolding events. The “mark” has been reduced to
a “chump” or “fool.”
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Robbers themselves are deeply conscious of the humiliation of victim-
hood and seek to preemptively avoid it: “You know when people are going
to rip you off. You know when somebody is up to something . . . The
amount of money don’t make no difference: you can’t let people get out
on you. It don’t matter who you are or what you are; they’ll try and you
gotta stop them. At all times you gotta stop them” (Allen, 1978:181).
Robbery, to the perpetrators, is about the experiential thrill of demon-
strating fearlessness, dominance, and masculinity by creating submission
and humiliation in the victim.

But wait. The facts of robbery belie the actual danger that robbers
face. Over half of robberies are committed by a team of offenders, half
involve the use of a gun against an unarmed victim and two out of three
robberies are against a woman, a child under 15 or someone aged over
50. The average robbery lasts less than 1 minute and while the robber has
the advantage of deciding and declaring the moment of attack, the victim
is taken wholly by surprise with no time to mount an effective defense.
Two-thirds of robbery victims who are injured do not resist in any way.
Contrast this with robbers’ statements that they use violence only as a last
resort and that they do not rob from their own community, the poor,
women, or children (Lejeune, 1977). The disparity between what robbers
do and what they say they do is stark. The descriptions given by robbers
function to enhance the degree of risk that they face and, hence, the kudos
that they can derive from the act. The rhetorical enhancement of danger
confers a reputation as a “hardman,” which enhances the robber’s status
and deters challenges from other men.

Robbery—and its embellished rehearsal in social talk—forms part
of a “street” lifestyle that is enjoyed by considerably more men than
women. Urban streets are an overwhelmingly male environment where
unemployed youth escape the confines of the maternal home and adult
dealers, pimps and hustlers go about their business, pausing to talk the
fine line between mutual support and competition. On these neighbor-
hood streets, which often delimit the inhabitants’ social worlds, local
reputations are won and lost. Respect is accorded not only to hardmen but
to high rollers—men who spend lavishly and generously, creating
indebtedness in the beneficiaries. The robbery lifestyle is one of “earning
and burning” in which spoils are rapidly spent on drugs, alcohol, party-
ing, and the purchase of designer clothes, cars, and electronic toys. Funds
depleted, another mark has to be found. The ostentatious consumption of
luxury goods impresses men and causes women to take notice. Men with
surplus resources are an attractive proposition.

For homicide also, the gender imbalance is again striking. In 2002 men
committed 90 percent of all homicides in which the relationship between
offender and victim was known. But if we examine the distribution of
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male and female killers’ victims, we see a clear and surprising pattern
(Greenfeld & Snell, 1999). Of all victims killed by men, 10.7 percent were a
spouse or a girlfriend. Of all victims killed by women, 42.3 percent were a
spouse or boyfriend. Women as a sex kill much less often than men but, if
they do kill, they are much more likely than men to victimize intimate
partners.

Statistics must be handled with care because they can easily distort our
understanding. Daly and Wilson (1988) used homicide data—specifically
the fact that the absolute number of wife killings is considerably larger
than the number of husband killings—to argue their evolutionary thesis
of male proprietary violence toward women. They proposed that such
wife killings flow from men’s sense of ownership of their female partners
and are precipitated by the wife’s perceived infidelity or threat to abandon
the home. These suspicions trigger a male sexual jealousy module argued
to have evolved (with a low threshold) in order to minimize cuckoldry
and wasted investment in another man’s offspring. Daly and Wilson elide
this individual-level male proprietary psychology with societal-level
chauvinistic treatment of women embedded in civil and criminal law,
proposing that both are built on the evolutionary foundation of paternal
uncertainty and consequent cuckoldry. But their argument is vulnerable
on a number of counts. Statistically, it fails to recognize that men—regard-
less of who the victim is—kill more often than women. When this is taken
into account, as we have seen, male killers are less likely to victimize their
partners than are women killers. It also proposes that proprietary jealousy
is felt more strongly by men than women. Although jealousy is a major
cause of intimate homicide, a meta-analysis of 20 homicide studies con-
cluded that the association between jealousy as a motive and gender was
not statistically significant (Harris, 2003). At a sub-lethal level also, there is
little evidence that men’s attacks are motivated by jealousy more than
women’s. Finally, the elision between a husband’s sexual jealousy as a
motive for violence and a society’s patriarchal norms or laws confuses not
only levels of analysis but also of motives. Male jealousy as an emotional
response is argued to have evolved as a result of the damaging fitness
consequences for men of misattributed paternity. Societal-level customs
and practices that have controlled and subordinated women may indeed
derive from the equation of women with property—even sexual pro-
perty—but they are products of culture not a manifestation of situated
male “jealousy.” It is more parsimoniously explained as the state’s
instantiation of male social control.

So, when baseline rates of aggression are taken into account, it is
women not men who are more likely to kill their partners. What motivates
them? Female spousal killers more often than males kill in self-defense
and in response to a physical attack by the partner. Females, as both
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offenders and victims, are much less likely than equivalent males to have a
history of violence (Felson & Messner, 1998). The chief difference between
women who kill versus women who assault their partners is in the degree
of violence that their male partner has inflicted on them (Browne, 1987).
These women are on the receiving end of a special class of domestic
relationships, characterized as “intimate terrorism,” in which physical
violence is used to control and intimidate. The vast majority of these
extremely controlling partners are male and this accounts for why, in
surveys taken from women’s shelters, from police statistics, and accident
and emergency rooms, women consistently appear to suffer rates of
domestic victimization that are higher than men.

When we examine self- and partner-reported acts of intimate violence
in national random samples, the picture is dramatically different. These
surveys pick up “common couple” violence, in which occasional episodes
of physical aggression arise out of mundane domestic arguments, often
fuelled by alcohol. Here the frequency of attacks by women slightly
exceeds that of men (Archer, 2000), although in terms of injury women
fare worse by virtue of their lesser strength. And this poses a real question
for a comprehensive explanation of sex differences in aggression and vio-
lence. The theory must explain not just why women are less aggressive on
average but why they equal men in their rate of partner-directed aggres-
sion. If fear is the proximate mechanism that restrains women from
aggression, as I have argued, then the clear implication is that in intimate
relationships women’s fear is diminished. There is some evidence that
this may be the case. A study that examined self-defense as a motive for
women’s aggression anticipated a positive correlation between a woman’s
fear of assault by her partner and her own use of violence. Contrary to this
hypothesis, there was a negative correlation between fear and attack
frequency—women who attack their husbands are less fearful of them
(Graham-Kevan & Archer, 2005). This echoes other studies that have
found low fear of counteraggression in women who assault their partners
(Archer, 2000; Fiebert & Gonzalez, 1997).

Why should sexual intimacy be associated with fear reduction? Evo-
lutionary biologists have established that copulation constitutes a greater
threat to females’ safety and survival than to males’. A male–female gen-
etic arms race is underway in which females must evolve defenses around
the lethal potential of the male sex drive (Lew, et al., 2006). In humans,
there are immediate and long-term dangers posed by men’s eagerness
for sex: Injury due to men’s greater size and strength, rape, jealousy-
precipitated partner violence, infertility from sexually transmitted dis-
eases, and post-copulatory mate desertion. This may explain women’s
preference for a longer association prior to sexual intercourse. The
increase in trust and diminution of fear necessary for a woman’s
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agreement to a sexual relationship may also diminish her fear of employ-
ing aggression.

But lest we become too focused on women’s intimate aggression,
criminal statistics tell us that women select same-sex victims in 75 per-
cent of their assaults (compared to about 70 percent same-sex victims
among men). In fact, given the low prevalence of women offenders in the
population, women commit simple or aggravated assault against same-
sex victims more than would be expected by chance (O’Brien, 1988).
Nearly three-fourths of attacks by women are simple rather than aggra-
vated assaults, compared to half among men. About 62 percent of
women know their victims before the attack, compared to only about
36 percent among men. Women are much less likely to use a gun or knife
and their victims are less likely to be seriously injured or to need hos-
pital treatment. What lies behind women’s low-level attacks on their
own sex?

Biparental care and paternal investment improve the life chances of
offspring in terms of survival and success. But monogamy creates two-
way sexual selection because males become considerably choosier in
terms of mate choice when they must tie their reproductive output to a
single woman. Women are thus forced into competition with one another
to attract the most valuable mates—those with abundant resources that
they are willing to share. This competition is usually managed intersexu-
ally through epigamic display. Women compete in terms of the qualities
most sought by the opposite sex: facial and bodily attractiveness, and
youth. The millions spent by women on cosmetics and even surgical pro-
cedures attest to this. In benign economic conditions, competition rarely
goes further than this since the majority of men are employed and the
difference between them in earnings is not vast. Women have little to gain
and much to lose by escalating the contest.

But in conditions of economic deprivation, female competition
becomes more intense. First, in such circumstances, the advantage of
a providing male becomes more critical (Gangestad & Simpson, 2000).
Second, the operational sex ratio in some poor urban areas can be
strongly skewed as a result of the high rate of young male death and
imprisonment. There are simply too few men to go around. Third, the
variance in male resource holding is much greater. Unemployment is high
and some potential mates may be more of an economic liability than an
asset, spending their partner’s and children’s state benefits on drugs,
alcohol, or gambling. By the same token, “high rollers” or “players” in the
marginal economy such as pimps and drug dealers control very substan-
tial amounts of cash. A fourth factor is that these men are in a buyer’s
market and as a result can impose their preferred mating strategy on
women. Their preference is rarely for long-term emotional commitment
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so women suitors may have to settle for short-term sexual relationships
during which they attempt to extract what resources they can. The over-
supply of women means that even these relationships are not immune to
attempted takeovers by female rivals. Studies which have investigated the
reasons for female–female assaults, in various parts of the world, report
that jealousy over men and sexual rivalries are major motives (Burbank
1987; Mullins, et al., 2004; Schuster 1983). The proximate triggers that can
precipitate assaults are verbal attacks on a rival’s sexual reputation (cast-
ing her as a “slut” or “whore”) and by attacks on her physical appear-
ance (Campbell, 1995). By undermining her fidelity and desirability as a
long-term partner, women seek to decrease her attractiveness to men to
their own advantage. The same male/female demographics and dynamics
lie behind the high rates of prostitution. If men effectively control the
sexual market in their own terms, a woman’s transition from a short-
term, profitable relationship with a robber on a temporary “spree” to
explicitly charging for sex is one more of degree than of kind. Regard-
less of societies’ “moral” evaluation of such an exchange, it is far from
uncommon among nonhuman primates.

But it is in the offenses of larceny, embezzlement and fraud that women
begin to approach the rates of men.1 Some years ago, this was taken to be
symptomatic of women’s increasing equality in the workplace, an
unfortunate side effect of women’s “liberation.” Yet the image of a female
executive “fiddling the books” could not be further from the truth. These
are petty offences encompassing welfare fraud, credit card fraud, defraud-
ing an innkeeper, other thefts of services, stealing from an employer,
passing bad checks, and shoplifting. A high proportion of offenders are
undereducated, unemployed, receiving welfare benefits, and supporting
dependent family members—usually children. Opportunities for commit-
ting these petty offences arise naturally in their daily lives and the take
from these crimes is small, leading to sporadic but high-frequency offend-
ing in times of need. Women offenders’ description of their lives paints
a chaotic picture of hectic lives complicated by broken relationships,
children, pregnancy, and unemployment (Alarid & Cromwell, 2006).
Temporary increases in strain arising from unsafe neighborhoods and life
stressors significantly predict changes in women’s property offending
(Slocum, et al., 2005).

The rise that occurred in women’s criminal involvement between 1960
and 1990 was confined almost exclusively to these minor property crimes
and this period also saw rises in illegitimacy and divorce rates, creating a
population of mothers and children living in poverty. Cross-sectional and
time series studies of the percentage female arrests for property offences
confirm that this increase was a function of adverse economic circum-
stances affecting females including rises in female-headed households,
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illegitimate births, female unemployment, and occupational segregation
(Steffensmeier & Streifel, 1992).

When women cannot depend on male economic support, they must
fend for themselves in terms of resource provision. In deprived areas,
unskilled work for women is poorly paid and mothers must incorporate
year-round childcare with traditional working hours. Many rely instead
on welfare assistance, existing from one check to the next with the help
of short-term loans from friends and female kin. In such circumstances,
the attractions of welfare or credit card fraud, shoplifting, and prostitu-
tion are not hard to see. The proceeds of such offences do not provide the
conspicuously consumerist lifestyle of the earn-and-burn male robber.
Neither do the crimes themselves lend themselves to rhetorical “bravado”
exaggerations. These crimes exist unremarkably in the twilight world of
the marginal economy. They are driven by immediate need born of an
inability to accumulate sufficient capital to achieve an economic breathing
space. They are also low-risk offences where the likelihood of injury or
death is as small as the likely “take”.

It is hard to avoid the obvious parallel with patterns of sex differences in
food provision among hunter–gatherer societies. Here, as in the urban
underclass, wealth (surplus resource) is hard to accumulate and life is lived
on a day-to-day basis. The bulk of daily calories consumed are provided by
women’s foraging, a mundane and unremarkable activity that can be done
relatively close to home with the children in attendance. Men, meanwhile,
direct their attention to hunting, which takes them away from the settle-
ment and involves a degree of risk. Hunting success is boasted about and
celebrated; it confers status and attracts women (Hawkes, 1991). Across
cultures, it seems, men embrace risk and aggrandize it in social talk while
women prioritize the “mere” survival of themselves and their children.

Conclusions

From a biological viewpoint, females are the “first” sex. A fetus will
develop as female unless a Y chromosome diverts it from this default path.
(Ironically, the fetal testosterone that crosses the blood brain barrier to
channel brain development into a masculine mode does so by being con-
verted to the female hormone estrogen.) Mammalian species need women
far more than men. A mind experiment—if you had to choose 100 people
to restart the species in the event of a global catastrophe, how many of
each sex would you select? More women than men, I suspect, given men’s
modest biological effort in reproduction. As biologist George Williams
(1996:118) put it: “A sperm is not a contribution to the next generation; it
is a claim on the contributions put into an egg by another individual.
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Males of most species make no investments in the next generation, but
merely compete with one another for the opportunity to exploit invest-
ments made by females.”

It is then surprising how large males have loomed as a focus of theor-
izing in evolutionary psychology—including explanations of crime. “Why
do men do it?” has been the chief question. And the answer has been: Men
do it in order to take a free genetic ride on women’s higher investment
and to achieve this they will risk assaults, robberies, and homicides that
garner status and resources. They may die in the process, but if copies
of their genes now reside in offspring they can rely on the mother to do
the rest.

But there is another way of posing the question: “Why do women avoid
risks to their life?” This answer deserves equal weight: Their offspring rely
on them for survival, and men, with their risky sexual and aggressive
lifestyles, cannot be depended upon. Unlike fathers, every mother knows
that her offspring carry copies of her genes, and she is their temporary
protector and caretaker. A woman’s evolutionary task may be less exciting,
it seems, but it is surely no less important than a man’s.

Note

1. The association between drug use and women’s property crimes merits attention (Denton &
O’Malley, 2006). The effects of drug use on criminality are discussed by Vaughn (this volume).

References

Alarid, L. F. & P. Cromwell (2006). In her own words: women offenders’ views on crime and victimiza-
tion. Los Angeles: Roxbury.

Alexander, R. D. (1979). Darwinism and human affairs. Seattle, WA: University of Washington Press.
Allen, J. (1978). Assault with a deadly weapon: the autobiography of a street criminal. New York:

McGraw-Hill.
Allman, J., A. Rosin, R. Kumar, & A. Hasenstaub (1998). Parenting and survival in anthropoid pri-

mates: caretakers live longer. Proceedings of the National Academy of Science, 95:6866–6869.
Archer, J. (2000). Sex differences in aggression between heterosexual partners: a meta-analysis.

Psychological Bulletin, 126:651–680.
Bettencourt, B. A. & N. Miller (1996). Gender differences in aggression as a function of provocation: a

meta-analysis. Psychological Bulletin, 119:422–447.
Brebner, J. (2003). Gender and emotions. Personality and Individual Differences, 34:387–394.
Browne, A. (1987). When battered women kill. New York: Free Press.
Burbank, V. (1987). Female aggression in cross-cultural perspective. Behavioral Science Research,

21:70–100.
Buss, D. M. (1989). Sex differences in human mate preferences: evolutionary hypothesis tested in

37 cultures. Behavioral and Brain Sciences, 12:1–49.
Byrnes, J. P., D. C. Miller, & W. D. Schafer (1999). Gender differences in risk taking: a meta-analysis.

Psychological Bulletin, 125:367–383.

Anne Campbell134



Campbell, A. (1995). A few good men: psychology and female adolescent aggression. Ethology and
Sociobiology, 16: 99–123.

Campbell, A. (2002). A mind of her own: the evolutionary psychology of women. Oxford: Oxford
University Press.

Campbell, A. (2008). Attachment, aggression and affiliation: the role of oxytocin in female social
behavior. Biological Psychology, 77:1–10.

Campbell, A. S. (under review). Can “risky” impulsivity explain gender differences in aggression?
Campbell, A., S. Muncer, & D. Bibel (2001). Women and crime: an evolutionary feminist approach.

Aggression and Violent Behavior, 6:481–497.
Clutton-Brock, T. H. (1991). The evolution of parental care. Princeton, NJ: Princeton University Press.
Cohen, L. E. & R. Machalek (1988). A general theory of expropriative crime: an evolutionary eco-

logical approach. American Journal of Sociology, 94:465–501.
Daly, M. & M. Wilson (1988). Homicide. New York: Aldine de Gruyter.
Denton, B. & P. O’Malley (2006). Property crime as it relates to women drug dealers. In Alarid, A. F. &

P. Cromwell (Eds.). In her own words: women offenders’ views on crime and victimization. Los
Angeles: Roxbury.

Derryberry, D. & M. K. Rothbart (1997). Reactive and effortful processes in the organization of
temperament. Development and Psychopathology, 9:633–652.

Eagly, A. H. & V. Steffen (1986). Gender and aggressive behavior: a meta-analytic review of the social
psychological literature. Psychological Bulletin, 100:3–22.

Ellis, L. (2004). Sex, status and criminality: a theoretical nexus. Social Biology, 51:144–160.
Else-Quest, N. M., J. S. Hyde, H. H. Goldsmith, & C. A. Van Hulle (2006). Gender differences in

temperament: a meta-analysis. Psychological Bulletin, 132:33–72.
Felson, R. B. & S. F. Messner (1998). Disentangling the effects of gender and intimacy on victim

precipitation in homicide. Criminology, 36:405–423.
Fergusson, D. M. & L. J. Horwood (2000). Male and female offending trajectories. Development and

Psychopathology, 14:159–177.
Fiebert, M. S. & D. M. Gonzalez (1997). College women who initiate assaults on their male partners

and the reasons offered for such behavior. Psychological Reports, 80:583–590.
Fischer, A. H. & A. S. R. Manstead (2000). Gender and emotions in different cultures. In Fischer, A. H.

(Ed.). Gender and emotion: social psychological perspectives. Cambridge: Cambridge University
Press.

Fox, N. A., H. A. Henderson, P. J. Marshall, K. E. Nichols, & M. M. Ghera (2005). Behavioral inhibition:
linking biology and behavior within a developmental framework. Annual Review of Psychology,
56:235–262.

Gangestad, S. & J. Simpson (2000). The evolution of human mating: trade-offs and strategic plural-
ism. Behavioral and Brain Sciences, 23:573–644.

Geary, D. (2000). Evolution and proximate expressions of human paternal investment. Psychological
Bulletin, 126:55–77.

Gottfredson, M. & T. Hirschi (1990). A general theory of crime. Stanford, CA: Stanford University
Press.

Graham-Kevan, N. & J. Archer (2005). Investigating three explanations of women’s relationship
aggression. Psychology of Women Quarterly, 29:270–277.

Greenfeld, L. A. & T. L. Snell (1999). Women offenders. Washington, DC: Bureau of Justice Statistics.
Gullone, E. (2000). The development of normal fear: a century of research. Clinical Psychology Review,

20:429–451.
Hall, J. A., J. D. Carter, & T. G. Horgan (2000). Gender differences in nonverbal communication of

emotion. In Fischer, A. H. (Ed.). Gender and emotion: social psychological perspectives. Cambridge:
Cambridge University Press.

Harcourt, A. H., P. H. Harvey, S. G. Larson, & R. V. Short (1981). Testis weight, body weight and
breeding system in primates. Nature, 293:55–57.

Harris, C. R. (2003). A review of sex differences in sexual jealousy, including self-report data, psycho-
physiological responses, interpersonal violence, and morbid jealousy. Personality and Social
Psychology Review, 7:102–128.

Hawkes, K. (1991). Showing off: tests of an hypothesis about men’s foraging goals. Ethology and
Sociobiology, 12:29–54.

Gender and Crime 135



Hrdy, S. B. (1999). Mother nature: natural selection and the female of the species. London: Chatto &
Windus.

Kanazawa, S. & M. C. Still (2004). Why men commit crimes (and why they desist). Sociological Theory,
18:434–447.

Katz, J. (1988). Seductions of crime: the moral and sensual attractions of doing evil. New York: Basic
Books.

LaGrange, T. C. & R. A. Silverman (1999). Low self-control and opportunity: testing the general theory
of crime as an explanation for gender differences in delinquency. Criminology, 37:41–72.

LeDoux, J. E. (1996). The emotional brain. New York: Simon & Schuster.
Lejeune, R. (1977). The management of a mugging. Urban Life, 6:123–148
Lew, T. A., E. H. Morrow, W. R. & Rice (2006). Standing genetic variance for female resistance to harm

from males and its relationship to intralocus sexual conflict. Evolution, 60:97–105.
Lytton, H. & D. Romney (1991). Parents’ differential treatment of boys and girls: a meta-analysis.

Psychological Bulletin, 109:267–296.
McManis, M. H., M. M. Bradley, W. K., Berg, B. N., Cuthbert, & P. J. Lang (2001). Emotional reactions

in children: verbal, physiological and behavioral responses to affective pictures. Psychophysiology,
38:222–231.

Mealey, L. (2000). Sex differences: developmental and evolutionary strategies. London: Academic Press.
Messerschmidt, J. W. (1993). Masculinities and crime. Lanham, MD: Rowman & Littlefield.
Moffitt, T. E., A. Caspi, M. Rutter, & P. A. Silva (2001). Sex differences in antisocial behavior: conduct

disorder, delinquency and violence in the Dunedin longitudinal study. Cambridge: Cambridge
University Press.

Mullins, C. W., R. Wright, & B. A. Jacobs (2004). Gender, streetlife and criminal retaliation.
Criminology, 42:911–940.

O’Brien, R. M. (1988). Exploring the intersexual nature of violence crimes. Criminology, 26:151–170.
Oliver, M. B. & Hyde, J. S. (1993). Gender differences in sexuality: a meta-analysis. Psychological

Bulletin, 114:29–51.
Pratt, T. C. & F. T. Cullen (2000). The empirical status of Gottfredson and Hirschi’s general theory of

crime: a meta-analysis. Criminology, 38:931–964.
Schuster, I. (1983). Women’s aggression: an African case study. Aggressive Behavior, 9:319–331.
Slocum, L. A., S. S. Simpson, & D. A. Smith (2005). Strained lives and crime: examining intra-

individual variation in strain and offending in a sample of incarcerated women. Criminology,
43:1067–1110.

Steffensmeier, D. & D. Haynie (2000). Gender, structural disadvantage and urban crime: do macro-
social variables also explain female offending rates? Criminology, 38:403–438.

Steffensmeier, D. & C. Streifel (1992). Time series analysis of female-to-male arrests for property
offences 1960–1985: a test of alternative explanations. Justice Quarterly, 9:78–103.

Tanner, J. M. (1978). Fetus into man: physical growth from conception to maturity. Cambridge, MA:
Harvard University Press.

Vila, B. (1994). A general paradigm for understanding criminal behavior: extending evolutionary
ecological theory. Criminology, 32:311–359.

Williams, G. C. (1996). Plan and purpose in nature. London: Phoenix.
Wilson, M. & M. Daly (1985). Competitiveness, risk-taking and violence: the young male syndrome.

Ethology and Sociobiology, 6:59–73.
Zuckerman, M. & D. M. Kuhlman (2000). Personality and risk taking: common biosocial factors.

Journal of Personality, 68:999–1029.

Anne Campbell136



7

Inconvenient Truths: Science, Race, and Crime
John Paul Wright

Criminology remains in a self-imposed scientific quarantine when it
comes to understanding the possible connection between race and
behavior. So too are other “social” sciences. The American Sociological
Association (ASA), to which many criminologists belong, made its pos-
ition on race clear when it issued its “official statement on race” (2003).
In short, the ASA claims that “biological research now suggests that the
substantial overlap among any and all biological categories of race
undermines the utility of the concept for scientific work in this field”; that
“it is important to recognize the danger of contributing to the popular
conception of race as biological”; and that “race is a social construct (in
other words, a social invention that changes as political, economic, and
historical contexts change).”

Other social sciences have taken similar positions. Echoing the ASA, the
American Anthropological Association’s official statement on race states
that “physical variations in the human species have no meaning except the
social ones that humans put on them.” The group’s president-elect, Alan
H. Goodman, was quoted in an article in the Baltimore Sun as saying:
“Race as an explanation for human biological variation is dead,” and
compared the race concept to a gun in the hands of racists (www.world-
science.net, 2005). And finally, in a special issue of the American
Psychologist, the editors wrote: “New and sophisticated methods for study-
ing the relationship between human genetic differences, the environment,
health and behavior, all made possible by the completion of the Human
Genome Project, have made traditional race-based measurements of
human differences obsolete” (www.word-science.net, 2005).

Race is an undoubtedly complex subject that remains on the fringes of
acceptable discussion in civil society. Race becomes an even more sensitive
topic when it is connected to biology, and especially when biologically
based racial differences are connected to differences between races in
human traits and behaviors. Linking race to biology is risky business, but



linking race to criminal behavior runs the risk of public repudiation,
professional exile, and even career death. If social security is the holy grail
of politics, race and crime is the holy grail of criminology. Touch it and
you expose yourself to wrath and fury. For this reason, many criminolo-
gists are loath to examine the connection between race and crime outside
the modern sociological paradigm that holds that race is a mere social
construct—that is, something defined by any given society. Or, as the ASA
notes, race is just a “social invention.”

The views of professional organizations aside, it remains an open,
scientific question if race is a “social invention” or a “dead” organizing
concept. As this chapter will discuss, there are solid empirical reasons
why races should exist and why races should vary in key attributes.
Science is about what “is.” It is not about what we want or desire. If races
exist then empirical data will show this. If races differ in important traits
and behaviors, empirical data will show this too. And if there are no
races, no biological variables that distinguish races from one another, or
no differences between races in behaviors and traits, well, data will also
show this.

There is a disagreeable tendency to label those who do not follow
the party line with respect to race as racists, which has led to “an
unproductive mix of controversy and silence” (Sampson & Wilson,
2000:149). The racist label can stick like hot tar and may severely burn a
career, so most scholars avoid the race issue. However, I agree with LaFree
and Russell (1993:279) when they argue that the crime/race connection
should be studied honestly and courageously because, “no group has
suffered more than African-Americans by our failure to understand and
control street crime.” The corollary of this is that no other group can
benefit more from a candid examination of race and crime.

In this chapter, I examine the inconvenient truths concerning race and
the global patterns of racial adaptation and maladaptation. I begin by
outlining what is known about the origins of human and racial differences
and then examine the evidence that reveals races still exist. Afterwards,
I examine the evolutionary links between race and problem behaviors.
The overarching focus of this paper, however, has little to do with race.
Instead, the paper is actually a defense of science and of the pursuit of
truth. Science does not evolve from pronouncements of organizations,
neither do important insights emerge from the declarations of commit-
tees. Instead, science advances when scientists are free to investigate their
subject matter, when they are free to discuss the complexities of their
subject matter, and when they are free to look at the accumulated evidence
and make up their own mind. Unfortunately, when it comes to the study
of race, obfuscation is frequently favored over scientific truth.
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Race and Evolution

In the strictest biological sense, race refers to human breeding populations
that evolved in relative isolation over the course of human evolution.
However, a strict definition of race is not necessary to understand that for
most, race refers to the place of origin, such as Africa (Negroid), Europe
(Caucasoid), and Asia (Mongoloid). In this sense, populations differ vis-
ibly based on skin color, cranial structure, hair texture, orbital orientation,
physical size, and a host of other phenotypes, but these phenotypes do not
constitute a race—they are merely visible markers that individuals use to
identify another’s place of origin (Levin, 2005).

Why is this important? As Figure 7.1 shows, various species of the genus

Figure 7.1 Temporal and Geographical Distribution of Hominid Populations.

Source: Reed, D. L., Smith, V. S., Hammond, S. L., Rogers, A. R., & Clayton, D. H. (2004).
Genetic analysis of lice supports direct contact between modern and archaic humans. PLoS
Biology, 2, 11; e340 doi:10.1371/journal.pbio.0020340.
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Homo evolved in Africa, with some, such as Homo neanderthalis and
Homo erectus, migrating to the rest of the known world. What is worth
noting is that the evolution of Homo appeared as a series of gradual
advancements. Homo habilis, which lived 2.4 to 1.4 million years ago
(MYA) eventually gave way to Homo erectus (1.8 MYA to 70,000 years
ago), and, finally, to Homo neanderthalis (250,000 to 30,000 years ago).
Each successive evolution brought with it larger brains (600 cm3 habilis
to 1,200–1,700 cm3 for neanderthalis), which may help to explain why
earlier waves of humans eventually vanished from existence—they simply
could not compete with other species, neither could they adapt to unique
environmental constraints.

Modern H. sapiens evolved in Africa about 250,000 years ago and began
to migrate out of Africa roughly 50,000 years ago. H. sapiens had a high
brain to body ratio and the largest forebrain known to date. Perhaps
owing to its large brain or to a genetic mutation in the FoxP2 gene,
H. sapiens also developed the use of oral language. Yet evolution also took
place within the continent of Africa. Scientists know this through the
study of mitochondrial DNA, or mtDNA. Mitochondria exist in cells and
provide energy for cell metabolism. Unlike nuclear DNA, however,
mtDNA is passed down only through females and it does not recombine
as strands of nuclear DNA do when maternal and paternal DNA mix.
These properties allow geneticists the ability to study mtDNA evolution.

Changes in mtDNA that group together are called haplogroups.
Haplogroups represent differences between human populations in the
evolution of mtDNA or nuclear DNA. While there are currently 39 known
haplogroups, only three dominated Africa during the Pleistocene: L1 in
the south, L2 in the west, and L3 in the east. However, only the macro
haplogroups M and N, originally from L3, migrated out of Africa (Sarich
& Miele, 2004; Wade, 2006).

Contemporary genetic studies indicate that initially only a handful of
Homo sapiens from the M haplogroup departed Africa, with some esti-
mates placing the number at 150. H. sapiens moved north into Europe
and east into Asia. Their migration, however, placed tremendous selection
pressures on the groups. As usual, food and water had to be located and
obtained, but H. sapiens also encountered something new to their experi-
ence: the cold. H. sapiens migrated out of lush grasslands of east Africa
during the Pleistocene period, when most of Europe and Asia were
covered in ice. Brawn and aggression, which gave tremendous evolution-
ary advantage to those who stayed in Africa, no longer helped to guarantee
survival in an area covered by ice. Instead, thinking, planning, and creativ-
ity suddenly became prized characteristics. Individuals with these abilities
increased their survival likelihood and also increased the likelihood that
they would pass on their genes to the next generation.
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It would take another 50,000 years, which also saw the evolution of
other haplogroups, but eventually H. sapiens would populate the planet.
No other hominid would survive. With their large brains, capable of
abstract reasoning, planning, and problem solving, as well as the capacity
for spoken language, humans eventually displaced neanderthalis in
Europe and erectus in Asia and Australia. The migrating H. sapiens were
more intelligent than their counterparts, which allowed for better social
organization, the creation of more sophisticated tools, as well as the use of
verbal commands and directions.

The evolutionary pathways that led a few hundred early humans out
of Africa to eventually dominate the world as we know it fostered con-
siderable adaptation. The forces of natural selection, genetic drift, and
genetic mutations often combined to produce humans uniquely adapted
to their environment. Over time, adaptations to local environmental cir-
cumstances would produce differences between groups, primarily those
in Africa, Asia, and Europe. The Homo sapiens who colonized Europe
faced varied and uniquely different evolutionary obstacles than did those
who would colonize Asia or those who would cross the Bearing Strait
and eventually colonize the Americas. The morphological differences we
see today between Europeans, Asians, and Africans provide us a visual
glimpse into that past.

From an evolutionary point of view, which is strongly supported by
genetic and archeological findings, human races were almost destined to
emerge. It would, in other words, defy all that is currently known about
the evolution of mankind if races did not exist, and if races did not differ
in fundamental ways. Yet is there current evidence that shows, despite
enormous human progress and interbreeding, that races still exist in
modern times?

Do Races Exist?

Imagine a test in which scientists collected the genes of individuals from
across the world. In this test, they clustered genotypes with greater similar-
ity together, so that the gene clusters were relatively homogenous—that is,
the clusters were relatively genetically similar. Now imagine if these scien-
tists could classify, with about 100 percent accuracy, any given set of genes
into these clusters. What I have just described is called a structure analy-
sis and the clusters are actually “population groups” that correspond
directly to African, Asian, and European races (Jorde & Wooding, 2004).
With sufficient genetic information, traditional racial categories can be
detected and classified with 100 percent accuracy. With a little bit more
genetic information, differences between closely related groups, such as
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the Japanese and Chinese and between specific African tribes, can even
be accurately categorized (Shriver, et al., 2004). As if that were not suf-
ficient, individuals’ self-classification, such as African American, corres-
pond almost perfectly with their genetically classified lineage (Risch, et al.,
2002).

Sociologists are fond of stating that genetic differences between indi-
viduals are so small they are unimportant. Bill Clinton once famously
stated publicly that we are 99.9 percent genetically similar to each other.
Unfortunately, contemporary estimates of genetic differences between
individuals, derived from the Human Genome Project (the same project
the APA pointed to), indicate that there is much more genetic variation
between individuals than ever imagined. Findings from a genetic analysis
of 270 people with Asian, African, and European ancestry (Redon, et al.,
2006) revealed that over 2,900 genes, or over 12 percent of the genes in the
human genome, varied in the number of copy number variations—that
is, the number of genes that have been deleted or duplicated in the gen-
ome. So convincing were these findings that Craig Venter, the founder of
the company that first mapped the human genome and the first person in
history to have his entire genotype published, changed his opinion on the
degree of variation between humans.

If humans differ genetically by 10 percent or more, do races also differ?
Again, many sociologists argue that any genetic differences between races
are so small as to be inconsequential. They are, again, incorrect. However,
they also make the point that there is greater genetic variation within
“races” than between “races.” On this point, they are correct. Once more,
modern genetic studies have found that genetic differences between trad-
itional racial categories range from 10 to 15 percent, but increase to
20 percent when mtDNA data are used (Melton, et al., 2001). These differ-
ences are large and show substantial genetic variation based on ancestry.
However, it is also important to point out that 80 to 85 percent of the
genetic variation occurs within a race (Lewontin, 1972). Indeed, indi-
viduals with an African origin have the greatest degree of genetic vari-
ation, for no other reason than African populations have existed for a
longer period of time and mutations have thereby had longer to occur.
Once more, Craig Venter, an outspoken critic of “race science” had
to concede that data supported the notion that races exist within the
human race.

Humans are highly mobile, and, while they tend to breed mostly within
their own race, they will also breed outside their race. This is referred to as
“admixture,” or the mixing of maternal and fraternal genes from different
genetic backgrounds (races). Admixture should have the effect of blend-
ing racial differences, which critics point to as an important reason why
races should no longer exist. This logic is used commonly to nullify race
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differences between African Americans and those of European descent.
While admixture should genetically “merge” races, evidence consistently
points out that admixture rates for African Americans range from a low
of 3.5 percent for a sample from Gullah, South Carolina, to a high of 22.5
percent for a sample from New Orleans. The average level of admixture
among African Americans is 15 percent, which means that 85 percent of
African American genes originated in Africa (Mielke, et al., 2005; Parra,
et al., 1998, 2001).

Understanding human evolution and human genetics gives us the abil-
ity to scientifically determine whether or not races exist. Given the studies
reviewed, plus a range of others not mentioned, it appears completely
compatible with evolutionary theory and with modern genetic science
that races exist and that races vary genetically. In short, the morphological
differences we see between individuals are reliable indicators of their
ancestral origins and their evolutionary pathway. Moreover, systems of
self-described racial classification are just as accurate as genetic tests in
determining one’s ancestry; and genetic tests are about 100 percent accur-
ate. Hence the idea that race is a social artifact, a contrived construct, or
just part of our collective imagination is clearly wrong. Unfortunately,
science by committee or by fiat rarely provides sound findings capable of
standing up to empirical scrutiny.

Race, Behavior, and Maladaptation

Crime rates in the United States are typically higher than in other parts
of the world. This is particularly true for rates of violence, but, especially,
murder. While many explanations have been offered for why America is
unique among other industrialized nations, none has adequately
accounted for this empirical regularity. While it is politically incorrect to
say this, the strongest, most consistent predictor of the crime rate in an
area is the number of blacks who live in that area (Walsh, 2004). The
relationship between race and criminal conduct can be seen in neighbor-
hood studies, in studies at the county level, in studies across states, and in
studies that compare industrialized nations. The relationship is stronger
than the relationship between poverty and crime and between measures
of social status and class and crime. Indeed, if the volume of crime com-
mitted by blacks were removed from the crime rates of the United States,
then U.S. rates would equal those found in Europe and Canada (Levin,
2005).

The relationship between race and crime has been consistent over time
and place. Virtually all studies find that blacks have the highest crime
rates, especially rates of murder and violence, followed by Caucasians and

Inconvenient Truths 143



then Asians. Of course, criminal behavior is not restricted to one race and
there is tremendous variation within races, yet the undeniable fact is that
blacks commit more crime than any other group; and they commit more
violent crime than any other group.

The data on this fact could not be any clearer. Using highly restrictive
criteria to establish a “universal correlate of crime,” Ellis (1988) found
that over 60 studies on race and crime “indicate that blacks are more
prone toward criminal behavior than whites, and that whites are more so
than Orientals, the more serious and clearly victimful the offenses being
considered, the stronger the racial differences (p.531).” Data from the
Federal Bureau of Investigation converge on this point. For example,
blacks commit 85 percent of all interracial crimes. Over 45 percent of
violent crimes involve blacks on whites while 43 percent involve blacks on
blacks. Whites, by contrast, select black victims only 3 percent of the time.
Blacks are thus 39 times more likely to commit a violent crime against
a white, and they are 136 times more likely to commit a robbery against a
white. Blacks are seven times more likely to commit murder than are
whites and they are almost three times more likely to use a gun in the
commission of a violent felony. Black youth, while 15 percent of the
population, account for 26 percent of all juvenile arrests and 45 percent of
all detention cases. Black youth are also overrepresented in arrest statistics
for every violent crime recorded, such as murder, rape, and armed
robbery.

Critics will be quick to point out that these patterns might also be
produced by America’s past involvement in slavery, segregation, and Jim
Crow laws. This viewpoint, espoused frequently by sociologists, needs to
be taken seriously. It is, after all, difficult to argue that decades of govern-
ment enforced discrimination and brutality did not have some effects on
the upward mobility and behavior of black Americans. Even so, this the-
oretical explanation has to be tempered with at least two other facts of
equal import: First, the African slave trade existed for thousands of years
prior to the importation of slaves into America. The capture and selling of
humans was common business within Africa for millennia. Within Africa,
would be slaves were captured from warring tribes or were sold because of
their criminal behavior, their mental defects, or because they found them-
selves out of favor with the local warlord. African slaves were traded first
to Arabs of North Africa and then were sold throughout the Middle East.
Eventually, Europeans would become involved in the slave trade, and,
finally, after thousands of years of the selective capture, selective breeding,
and the exchange of African slaves, slavery was imported into the United
States.

The evidence already mentioned shows that those who stayed in
Africa varied genetically from those who left. Moreover, those who left
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encountered many selection forces and thus underwent substantial evo-
lutionary change. This was documented recently in studies of the ASPM
gene (abnormal spindle-like microcephaly) and the microcephalin gene
(Bond, et al., 2002; Evans, et al., 2004; Zhang, 2003). These genes have
been under strong selection forces and, subsequently, allowed for the
development of larger brains in humans. These studies also found, how-
ever, that the mutation leading to larger brains occurred in the haplotype
group (D) that departed Africa. The mutation swept through Europe and
Asia, showing that it provided substantial benefit to those populations,
but there is no evidence of the mutation in African samples.

This is important because brain size is highly heritable, above .9
(Holden, 2006), correlates with IQ at .44 (Rushton & Jensen, 2005;
Thompson, et al., 2001; Vernon, et al., 2000), and follows traditional racial
categories (Lynn, 2006). Asians have an average brain size of 1,425 ccs;
Europeans have an average brain size of 1,369 ccs; and Africans have an
average brain size of 1,280 ccs. Differences in brain sizes correspond to
differences in the average number of cortical neurons: Asians average
13,767 billion cortical neurons, Whites average 13,665 billion, while blacks
average 13,185 billion cortical neurons. As Evans and his coauthors (2005)
noted, if selection pressures “acted on a brain-related phenotype,” it could
affect “brain size, cognition, personality, motor control or susceptibility to
neurological/psychiatric diseases” (p.1720). Similarly, according to Zhang
(2004): “Big brains are related to strong social bonds, high levels of intelli-
gence, intense parenting, long periods of learning, and ability to deal with
volatile environments.” This casts doubt on the idea that American slav-
ery, in isolation from all other evolutionary forces, caused the pattern of
black maladaptation.

Second, the problems experienced by blacks in America are very similar
to the problems experience by blacks in other countries. Blacks are over-
represented in arrest and confinement in Britain (Kalunta-Crumpton,
2006), in Canada (Wortley, 2003), and throughout Europe (Rushton,
1997). In Britain, for example, blacks represent only 2.8 percent of all
citizens yet they account for 9 percent of all arrests. Blacks are also three
times more likely to be arrested than whites (Kalunta-Crumpton, 2006).
Moreover, according to Home Office data, the imprisonment of blacks
increased 138 percent from 1993 to 2003. These patterns hold true for
black youth between the ages of 10 to 17, which make up only 2.7 percent
of England’s society. Black youth “constitute 6% of all youth court dis-
posals, 20% of all the young people given orders for long-term detention
and 11% of all custodial disposals” (Kalunta-Crumpton, 2006:3). And in
Canada, where blacks are only 2 percent of the population, they account
for 18 percent of the prison population (Trevethan & Rastin, 2004). Over-
representation has also been found in New Zealand (Country Reports on
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Human Rights Practices, 2004) and Australia (Australian Bureau of
Statistics, 2006).

The pattern of black overrepresentation in criminal involvement is well
documented. What is also interesting is how crime data also follow racial
categories. INTERPOL statistics on homicide, rape, and serious assault
consistently show that Orientals have the lowest involvement in serious
crime, followed by Caucasians, and then blacks. In 1984 the correspond-
ing rates per 100,000 were 48.8 (Orientals), 72.4 (Caucasians), and 132.3
(blacks). In 1986 the corresponding rates were 38.4, 76.4, and 153.3. Ten
years later, in 1996, they were 35, 42, and 149 per 100,000 (Rushton, 1997).
Clearly, the universal pattern of black over involvement in crime and
disrepute casts doubt on the notion that racism and America’s history
with slavery are solely responsible.

Finally, criminal behavior is not the only social problem where blacks
are the predominate actors in the United States and other advanced coun-
tries. Black youth are more likely to qualify for special education (Osher,
et al., 2002), they are more likely to drop out of school (National Center
for Educational Statistics, 2000), and they are more likely to score substan-
tially lower on all measures of intellectual ability (Rushton & Jensen,
2005). Black children are overrepresented in the child welfare system
(Casey Family Programs, 2006), and they are significantly more likely to
be born premature, with low birth weight, or to die than are white or
Asian youth (Centers for Disease Control, 2002). Blacks are also over-
represented in the military judicial system (Verdugo, 1998), they are more
likely to have low credit scores (Fellowes, 2006), to die early in life, and to
undergo an abortion (Centers for Disease Control, 2004). Blacks also have
higher self-reported levels of self-esteem (Zeigler-Hill, 2007), a positive
correlate to crime, and they watch significantly more television than do
any other group (Childtrends, 2004). Finally, blacks are overrepresented
in every measure of reliance on government aid, whether it is receipt of
food stamps, Section 8 housing, or transportation (Administration for
Children and Families, 2004).

Possible Mechanisms Linking Race to Behavioral Problems

The nexus between race and problem behavior has generated a plethora of
theories and studies. There is, perhaps, no topic more studied in the
United States than race and its assorted outcomes. Most of the theories
that inform these studies attempt to link race to structural aspects of
society, such as poverty or neighborhood influences. Other theories point
to the lack of access to societal opportunities, while still others emphasize
institutional and individual racism. In this section, I offer two possible

John Paul Wright146



reasons for the pattern of the findings detailed here. These reasons are
highly couched in an evolutionary understanding of race differences and,
as such, overlap with one another.

Executive Functioning

Executive functions refer to a range of brain-based abilities housed in the
frontal, prefrontal, and orbital frontal cortex. These abilities are highly
heritable and provide humans with their unique abilities to plan, organize
their lives, and control their emotions. Self-control, which incorporates
the abilities to focus, to delay gratification, and to resist impulses, is a
major predictor of a range of life outcomes, including dropping out of
school, drug use, criminal behavior, and being unemployed for a pro-
longed period of time (Pratt & Cullen, 2000; Wright & Beaver, 2005).
Experimental studies on the ability to delay gratification and to control
internal impulses show substantial differences between black and white
youths (Rushton & Jensen, 2005).

While self-control is an important executive function, so, too, is intelli-
gence. Indeed, there is no other individual variable as studied as intelli-
gence. While hotly debated, thousands of studies of millions of individual
intelligence scores indicate that IQ follows traditional racial categories
(Rushton & Jensen, 2005). Asians have an average IQ of 106, Caucasians
100, and Blacks 85 (Lynn, 2006; Sarich & Miele, 2004). These findings
have been corroborated in meta-analytic reviews and in experimental
studies of cognitive reaction times (Rushton & Jensen, 2005). IQ, as
modern studies have recently found, reflects the brain’s ability to process
information, to accurately categorize information, to store information,
and to recall specific information to solve problems. IQ is also strongly
correlated with self-control (Thompson, et al., 2001) and highly depend-
ent on the volume of gray matter in the frontal regions of the brain
(Thompson, et al., 2001). Gray matter volume, moreover, is strongly
heritable.

Self-control and IQ covary, so that individuals with low self-control
are also more likely to have a low IQ. These deficits are potent enough
to predict many of the negative life-course factors that afflicted indi-
viduals will experience. Longitudinal analyses of cohorts of individuals
demonstrate that these individuals will face multiple problems across
their life-course and that their self-limiting choices will show a high
degree of continuity. Most will fail at their education and will then
encounter problems in employment, including prolonged unemployment
(Shover, 1996). They likely will live a fluid existence, relocating from place
to place but often within the same economic stratum (Wright & Decker,
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1997). Finally, their relationships will frequently be marred by conflict,
unfaithfulness, and unreliability. This pattern holds for anyone with def-
icits in executive control functions, black, white, or Asian, but due to the
distribution of low IQ and low self-control found in black populations, it
is more often reflected in the lives of blacks.

Ability to Organize Socially

Deficits in executive functions and their associated problems tend to
cluster socially and geographically. Criminologists have long known that
crime patterns vary tremendously by neighborhood and that neighbor-
hoods marred by crime show a diverse array of other social pathologies.
Criminologists, however, almost always ascribe causation to factors that
differentiate neighborhoods—that is, they view neighborhood variables
such as poverty as causing crime.

There are at least two problems with this viewpoint: First, despite a
wealth of data, advanced statistical techniques, and over 100 years of
theoretical pursuit, contemporary studies frequently fail to find “neigh-
borhood effects,” and, if they do, they are typically minor in magnitude
(Kling, et al., 2005; Sobel, 2006). Second, and more importantly, neigh-
borhood variables are usually measured by aggregating individual-level
measures. A neighborhood’s poverty rate, for example, is derived by
knowing how many individuals in a neighborhood live at or below
established poverty guidelines. Unfortunately, this measurement strategy
automatically confounds the processes that have generated these patterns
with the outcome of interest (Sobel, 2006). How, for example, someone
finds themselves in poverty, the choices they made that led them to their
economic position, are hidden when analysts aggregate upwards measures
taken at the individual level.

Process, however, is important because it is here, at the level of indi-
vidual development, where the dynamic unfolding of lives can best be
understood. Individuals make choices, and while these choices are cir-
cumscribed by a range of factors, they tend to make the same types of
choice across their lifetime (Clausen, 1993). It should be expected that
individuals with similar traits and abilities, who have made many of the
same choices over their life-course, should tend to cluster together within
economic and social spheres (Cleveland & Crosnoe, 2004). In other words,
a certain degree of homogeneity should exist within neighborhoods,
within networks within those neighborhoods, and within families within
those neighborhoods. The process of self-selection should naturally lead
to greater social similarity, not to less (Cleveland, et al., 2000).

With this in mind, neighborhoods often stand in stark contrast to one
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another. Those composed of criminals, of large single-parent households,
of drug abusers, of the mentally ill, and of individuals of limited intelli-
gence are visibly different than those composed by the educated, the intel-
ligent, and the prosocial. Unfortunately, these factors also tend to cluster
on race. Areas afflicted by crime and other social pathologies are more
frequently black than white, and even less frequently Oriental. Part of
the reason for these visible and dramatic differences may have to do with
the differential abilities of races to organize socially.

Collective social behavior is an evolved ability and set the stage for the
beginning of the complex societies we see today (Wade, 2006). It entails
individuals making a choice to sacrifice or risk something they value
personally for the overall good. This process can occur at the level of the
individual, the neighborhood, or the nation. For instance, the choice for
fathers to stay with their offspring represents, at least from an evolution-
ary framework, a sacrifice made for the possible betterment of his genetic
legacy. Otherwise, he would be free to produce as many offspring with as
many mates as he would desire. Marriage thus represents one mechanism
of collective social behavior that passes advantage on to the next cohort.

At another level, the regulation of moral norms for behavior within a
neighborhood rests on the willingness of others to enforce those norms
when challenged or violated. When residents place themselves or their
families at risk by confronting drug dealers or prostitutes, they are acting
in a collective fashion. When individuals call the police for assistance with
a problem in their neighborhood, or they call other authorities to enforce
local ordinances or regulations, they typically are acting collectively. What
differentiates neighborhoods is not always the total absence of collective
social behavior, but the mass necessary to enforce basic social norms. In
other words, there are individuals within high-risk neighborhoods who
will act for the betterment of the collective, but there simply are not
enough to make a difference.

To place these differences in context, we must keep in mind that the
majority of neighborhoods in the United States, Canada, and Europe have
no need for collective social behavior because the overwhelming number
of individuals in those neighborhoods do not violate social norms or
laws—itself a hallmark of evolutionary change (Wade, 2006). When a
problem is encountered, for instance when a house is used for drug sales, a
sufficient number of individuals with social and personal capital exist to
have the occupants of the house arrested and the home resold. Yet the
ability and willingness to act collectively appears to vary by race. In many
black neighborhoods, but especially in inner cities and ghettos, there are
too few individuals with the ability to act collectively and there are too
many who violate basic social norms and laws. And the undeniable fact is
that individual differences in IQ and other executive functions, which

Inconvenient Truths 149



tend to cluster within neighborhoods by race, is intimately tied to the
lack of collective social behavior, to the lack of informal social control
(Sampson & Laub, 1993), and to the violation of rudimentary norms of
appropriate social conduct.

Conclusions

Science advances when ideas are discussed openly and when data converge
from multiple sources to confirm or disconfirm hypotheses. As it applies
to race, however, the rules are different. What started out as a way to
convey the dignity and respect for individuals of any race has given way to
a radical form of political correctness whereby the mere suggestion that
races vary biologically is now tantamount to actually being a racist.
Nature, and to a lesser degree science, are not as sensitive, however.
Neither should they be. The question on the existence of races is empiri-
cal, as is the connection between race and the distribution of any trait or
behavior in a society. Fear of what this knowledge may unmask, which
advocates of the “no such thing as race” mantra point to, is not a sufficient
scientific reason to avoid the discussion or to limit empirical research.
Instead, it is an act of betrayal to science and ultimately to any truth that
may be uncovered.

The implications of imposed ignorance are often overlooked but we
need only examine how medicine is dealing with the issue of race and
racial differences in disease and pharmaceutical effectiveness. Recently, the
Food and Drug Administration (FDA) approved the drug BiDil for use by
those with heart disease. The surprise, however, is that BiDil works only
on African Americans and is thus prescribed only to African Americans.
Heart disease is a very serious and prevalent problem in African Americans,
afflicting over 750,000 lives annually. BiDil was approved for use among
blacks only after two studies showed no overall net reduction in mortality
in mixed race samples. Those studies, however, strongly hinted at the
possibility that blacks were more responsive to the drug than were whites.
With this information at hand, another study was initiated, only this
time of an all black sample. The study was stopped for ethical reasons
after it was found that the drug significantly reduced mortality among
blacks. Had the questions not been asked, had the research not been done,
thousands of black lives would be lost yearly.

From the available data, it would seem ludicrous to continue to
argue that “race” is a construct devoid of a biological or evolutionary
backdrop. That evolutionary forces have produced biological variance
across races is now scientifically undeniable. That many of the character-
istics that define races appear to be universal and time stable is also
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undeniable. Evolution can produce many forms of adaptation, but it can-
not produce equality.

The connection between race and criminal behavior is clearly complex
and involves a range of historical, social, psychological, and individual
variables. Evolution, however, provides a powerful mechanism to under-
stand the development of human races and the distribution of traits and
behaviors within and across races. It helps to explain why races would
appear and under what conditions races would appear. It helps to explain
why certain traits would be beneficial and why these traits, such as a
higher IQ, would be unequally distributed across races. Moreover, evo-
lutionary theory helps to explain why race-based patterns of behavior are
universal, such as black over-involvement in crime. No other paradigm
organizes these patterns better. No other paradigm can explain these
inconvenient truths.

Any effort to divorce evolution from an understanding of race runs the
risk of substituting imagination and political agendas as a convenient truth
that stands apart from the scientific truth. Fortunately, social convenience
is not a scientific or evolutionary principle. Instead of hiding our collective
heads in the sands of ignorance, it may benefit humanity if we continue
to purse knowledge on our origins, our differences, and our similarities.
While this chapter has focused on evolutionary differences, it goes without
saying that the vast majority of people desire the same things out of life:
safety, security, and a chance to improve on their own condition. A science
free to pursue all avenues of inquest, free of self-censorship, and free of
political obstacles to uncovering scientific facts is one way, maybe even the
best way, to help ensure that people from all races lead a fulfilling life.
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8

Crazy by Design: A Biosocial Approach to the
Age–Crime Curve
Anthony Walsh

The sudden upsurge in antisocial behavior that occurs among children
entering the second decade of their lives has long been a source of sorrow
and consternation among parents and of puzzlement and debate among
those who philosophize about such matters. Four hundred years before
the birth of Christ, Plato and Aristotle were condemning the impulsive and
obnoxious behavior of Athenian teens, and fast forwarding to Elizabethan
England, William Shakespeare wrote in The Winter’s Tale: “I would there
be no age between ten and three-and-twenty, or that youth would sleep
out the rest; for there is nothing in the between but getting wenches with
child, wronging the ancientry, stealing, fighting” (Act III, Scene III).

These ancient commentators alert us to the fact that serious juvenile
misbehavior occurs everywhere and at all times. Figure 8.1 presents four
graphs showing crime rates by age in various countries during various
modern time periods. Although the heights of the peaks in the graphs
indicate that the proportion of the population committing crimes
will change across time periods and across cultures, the same sharp rise
beginning around puberty and rising steadily until the mid-teens and
then falling off is constant. In 2005 youths under age 18 accounted for 16
percent of all violent crime arrests and 26 percent of all property crime
arrests (FBI, 2006). According to the United States Census Bureau (2007),
the percentage of the population between the age of responsibility aver-
aged across all states (10) and age 17, inclusive, was about 11.5 percent in
2005. Juveniles were thus overrepresented by about 38 percent in violent
offenses and by about 226 percent in property offenses. But the good news
is that: “[B]y the early 20s the number of active offenders decreases by
over 50 percent; by age 28 about 85 percent of former delinquents desist
from offending” (Caspi & Moffitt, 1995:493).

Criminologists using social science models (i.e., biology free) have been
unsuccessful in explaining why we consistently see this age–crime curve.
In fact, Hirschi and Gottfredson have stated that “the age distribution of



crime cannot be accounted for by any variable or combination of vari-
ables currently available to criminology” (1983:554). Shavit and Rattner
(1988:1457) share this opinion when they write that delinquency remains
“unexplained by any known set of sociological variables.”

David Greenberg (1985) does not agree and offers a strain theory inter-
pretation of the effect indicating that pocket money provided by parents is
insufficient to provide for the perceived needs of many adolescents. This
says only that the financially and morally challenged will steal to meet
their needs, which is an observation not an explanation. The gap between
the “pocket money” provided to many adults from legitimate employ-
ment and the perceived needs of adults with mortgages, spouses, and
children is objectively greater, yet shortchanged adults are proportionately
less likely to steal to satisfy their needs. Thus we arrive back where we
started—why are teens more likely to behave antisocially than adults?
Greenberg’s observation also ignores the fact that most delinquency is
motivated by short-run hedonism and status striving and is malicious and
destructive rather than instrumental (Anderson, 1999).

Ronald Akers (1998:338) insists that: “Age-specific [crime] rates differ
because individuals are differentially exposed to the learning variables at
different ages.” From this point of view, the only thing that matters is

Figure 8.1 Illustrating the Age–Crime Curve in Different Countries.

Source: Ellis & Walsh (2000).
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“exposure to learning variables.” Reflect for the moment on the fact that
newly pubescent children have had a dozen years or so of socialization
in which, at least for the great majority, prosocial conformity and compli-
ance with parental demands were rewarded and the opposite punished.
“Definitions favorable” to prosocial behavior have enjoyed priority, fre-
quency, duration, and intensity over their opposite for most of the entire
lives of most children, but we are expected to believe that all of a sudden
this learning counts for naught as teenagers turn to different sources of
reward and punishment. Yes, they are exposed to “different learning vari-
ables,” but the question begged is why so many youths are so receptive to
them after a decade or more of contrary “learning variables.”

Finally, after Mark Warr (2002:92) tells us that the age–crime curve is
“lawlike,” and that trying to explain it is “daunting,” he attempts to do so
by centering on the increase in peer associations during adolescence to
explain the onset and increase in delinquency. He then appeals to the
decrease in peer associations in early adulthood and the increasing influ-
ence of girlfriends, wives, children, and employers to explain its decrease.
Again, this merely describes situations that correlate with the onset and the
desistence of offending; it does not explain why the period between these
events is so filled with antisocial conduct, why the influence of peers
suddenly becomes more powerful than that of parent, or why associations
with peers so often lead to negative behavior. After all, if social influences
shorn of evolved developmental patterns were all that mattered, surely
we would have accounts of some cultures and some times when the
age–crime curve did not exist, or was even reversed, but we do not.

Age is an index of a series of developmental stages from prenatal to
senescence that we all go through if we live long enough, with each having
its own characteristic physiology. There must be something special requir-
ing its own explanations going on during adolescence that dramatically,
albeit temporarily, greatly increases the probability of antisocial behavior.

Puberty, Adolescence, Hormones, and Evolution

Puberty is the developmental stage that marks the onset of the transition
from childhood to adulthood and which prepares us for procreation. The
onset of puberty occurs around 11 years of age for girls and 12 for boys in
the modern western world. Puberty begins with the release of growth
hormones when a series of permissive signals, such as when sufficient
body weight is achieved, and initiates a cascade of physical, hormonal, and
neurological changes that often have profound influences on behavior.
When undergoing these changes, many happy and loveable children sud-
denly morph into malcontents acting like they should be in diapers rather
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than pants. They revel in their newly acquired independence from par-
ental authority; they rebel against the generation that reared them while
simultaneously being consummate conformists with the fads and fashions
of their own generation.

For developmental scientists, “puberty refers to the activation of the
hypothalamic–pituitary–gonadal axis that culminated in gonadal matur-
ity” and “adolescence refers to the maturation of adult social and cogni-
tion behaviors” (Sisk & Foster, 2004:1040). Thus, whereas puberty is a
defined biological event (or series of events), adolescence is a process of
maturation that begins at puberty and ends sometime during adulthood.
The term adulthood is both vague and variable because it is a socially
defined status. The legally defined adult age of 18 rarely matches socially
defined adulthood today. Socially defined adulthood typically means tak-
ing on socially responsible roles such as acquiring a steady job and starting
one’s own family, roles that mark one as an independent member of
society.

Adolescence is thus a period of limbo in which individuals no longer
need parental care but are not yet ready to take on the roles and responsi-
bilities of adulthood. If teens are to become individuals capable of adapt-
ing to new situations it is crucial that they temporarily rupture the close
emotional bonds with parents and relatives that served their purpose so
well in childhood, but which would stifle their development as independ-
ent beings if continued unabated. Adolescence is a time of fission and
fusion, a kind of “out with the old and in with the new.” Adolescents must
bond and mate with their own generation and to explore their place in
the world. To do this, however, they must leave the nest and become
independent. Leaving the nest is a risky business, but it is an evolutionary
design feature of all social primates as males seek out sexual partners from
outside the rearing group. Fighting with parents and seeking age peers “all
help the adolescent away from the home territory” (Powell, 2006:867). As
Caspi and Moffitt (1995:500) put it: “[E]very curfew broken, car stolen,
joint smoked, or baby conceived is a statement of independence.”

For all its alleged “storm and stress,” then, adolescence is a normal and
necessary period in the human lifespan (Rosenfeld & Nicodemus, 2003).
There is much to learn about being an adult, and adolescence is a time to
experiment with a variety of social skills before having to put them into
practice in earnest. To encourage all this experimentation, natural selec-
tion has provided adolescents with the necessary tools. The first of these
important tools is the huge increase in testosterone that accompanies
puberty (Felson & Haynie, 2002). Figure 8.2 illustrates the ebb and flow
of testosterone across the lifespan for both sexes. Testosterone organizes
the male brain during the second trimester of pregnancy so that it will
respond in male typical ways when the brain is activated in that direction
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by the pubertal surge. Note that after sex-specific brain organization takes
place, there is little difference in levels of male and female testosterone
until puberty, at which time male levels dramatically exceed female
levels. Testosterone is most responsible for the development of male char-
acteristics, including behavioral characteristics such as aggression and
dominance seeking (see Mazur, this volume).

The evolutionary “purpose” of this testosterone surge is to facilitate the
very behaviors—risk taking, sensation seeking, sexual experimentation,
dominance contests, self-assertiveness, and so on—that generates so much
annoyance, disgust, and trepidation among those who forget that they
went through the stage themselves. None of these facilitated behaviors is
necessarily antisocial or criminal per se: risk taking could mean joining
the marines, sensation seeking could be bungee jumping, sexual experi-
mentation could mean consensual safe sex, dominance contests could be
sport participation, and self-assertiveness simply demands to be treated
fairly. They could, however, become something quite other, especially in
so-called honor subcultures, which Mazur and Booth (1998:362) describe
as “communities in which young men are hypersensitive to insult, rushing
in to defend their reputations in [violent] dominance contests.”

No one attributes a causal role for testosterone in these risky behaviors;
it is only one of a concatenation of interacting biological and social vari-
ables, which, together, affect behavior. Testosterone is like the gas in your
car: it doesn’t make you want to take the trip to lover’s lane, rather it helps
you to get there once you’ve decided that’s where you want to go. For
instance, a longitudinal study of 1,400 boys found that testosterone levels

Figure 8.2 Testosterone Levels of Human Males and Females from Conception
to Old Age.

Source: Ellis & Walsh (2000).
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were unrelated to conduct problems for boys with “non-deviant” or “pos-
sibly deviant” friends, but conduct problems were greatly elevated among
boys with high testosterone who associated with “definitely deviant” peers
(Maughan, 2005). Testosterone also appears to reduce fear (van Honk,
et al., 2005) which explains why high testosterone levels are found in
high sensation seekers (see Zuckerman, 2007, for a review). Although
testosterone levels are highly heritable, at least 40 percent of the variance is
attributable to environmental factors (Booth, et al., 2006). Testosterone
levels rise and fall to help organisms meet the challenges present in their
environments. The “need” to conform to risky deviant behavioral patterns,
to seek dangerous sensations, and to engage in dominance competitions
with other males certainly qualifies as challenges that would require
raising testosterone levels to meet them (Mazur, 2005).

Risk taking does not occur because teenagers lack logical reasoning
abilities to sort out the ratio of costs to benefits of engaging in it. The
logical reasoning of 15 year olds, contrary to the stereotype, is on par with
that of adults and they are able to perceive risk and estimate vulnerability
to it just as well (Reyna & Farley, 2006). The problem is that they tend to
discount their perceptions and estimates of risk because of poor impulse
control, poor emotional regulation, and strong peer influence. Logical
decisions can be undermined by emotion and peer pressure even among
very mature adults; it is so much easier undermined among adolescents
when emotions are in the driver’s seat and similarly emotion-driven peers
occupy the passenger seats. Teens can act like adults under non-stressful
conditions, but when under stress they fall back on emotions and on cues
from their peers. They do so because they are not yet able to access areas
of the brain that allow adults to react to stress in a more controlled way.

Puberty, Adolescence, and the Brain

Ernst, et al. (2006:299) explain adolescent risk taking in terms of the lack
of balance between certain areas in the brain associated with approach/
avoidance behaviors: “The propensity during adolescence for reward/
novelty seeking in the face of uncertainty or potential harm might be
explained by a strong reward system (nucleus accumbens), a weak harm-
avoidance system (amygdala), and/or an inefficient supervisory system
(medial/ventral prefrontal cortex).” This is augmented by Aaron White’s
(2004:4) summation of the key messages from the 2003 conference of the
New York Academy of Sciences:

1. Much of the behavior characterizing adolescence is rooted in bio-
logy intermingling with environmental influences to cause teens to

Crazy by Design 159



conflict with their parents, take more risks, and experience wide
swings in emotion.

2. The lack of synchrony between a physically mature body and a still
maturing nervous system may explain these behaviors.

3. Adolescents’ sensitivities to rewards appear to be different than in
adults, prompting them to seek higher levels of novelty and stimu-
lation to achieve the same feeling of pleasure.

4. With the right dose of guidance and understanding, adolescence
can be a relatively smooth transition.

At the same time that adolescents are being juiced up by testosterone they
are experiencing profound changes in their neurobiology. Functional
magnetic resonance imaging (fMRI) studies show that adolescents have
exaggerated nucleus accumbens (NAcc) activity relative to activity in
regions of the prefrontal cortex (PFC) relative to children and adults
(Eshel, et al., 2007; Galvan, et al., 2006). Because the NAcc is implicated in
reward-seeking behaviors and the PFC is an inhibitor of impulse, findings
such as these reveal mechanisms behind the adolescent propensity to favor
short-run hedonism over more reasoned long-term goals.

Adolescence is also accompanied by changes in the ratios of excitatory
and inhibitory neurotransmitters; the excitatory transmitters dopamine
and glutamate peak while the inhibitory transmitters gamma-aminobu-
tyric acid and serotonin are reduced (Collins, 2004; Walker, 2002). Having
all the biological tools needed to increase novelty seeking, sensation seek-
ing, status seeking, and competitiveness, it seems as though the behaviors
manifested in adolescence were “meant to be;” that is, they are adapta-
tions forged by natural selection (Spear, 2000; White, 2004). Evolutionary
biologists stress that natural selection favors the most adventurous and
dominant males because such characteristics typically result in more
mating opportunities, and thus to greater reproductive success. Mid-
adolescence and early adulthood is a period of intense competition
among males for dominance and status among many primate species
aimed ultimately at securing more mating opportunities than the next
male. As Martin Daly (1996:193) put it: “There are many reasons to think
that we’ve been designed to be maximally competitive and conflictual in
young adulthood.”

In addition to all these chemical changes, the adolescent brain is also
going through an intense period of physical resculpting: “Significant
changes in multiple regions of the prefrontal cortex [occur] throughout
the course of adolescence, especially with respect to the processes of
myelination and synaptic pruning” (Steinberg, 2005:70). The pubertal
hormonal surges prompt the increase of gene expression in the brain,
which then play their parts in slowly refining the neural circuitry to its
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adult form (Walker, 2002). Magnetic resonance imaging studies reveal
that the PFC (the modulator of emotions from the limbic system) under-
goes a wave of synaptic overproduction just prior to puberty, which is
followed by a period of pruning during adolescence and early adulthood
(Giedd, 2004; Sowell, et al., 2004). The selective retention and elimination
of synapses relies crucially on experience-dependent input from the
environment because the developing brain physically “captures” these
inputs in somatic time the way that natural selection seizes on advanta-
geous alleles in evolutionary time.

The adolescent PFC is also less completely myelinated (myelin is the
fatty substance that coats and insulates axons) than the adult PFC (Sowell,
et al., 2004). Because the more complete the myelination of the axons the
faster the message, a less myelinated brain will result in a larger “time
lapse” between the onset of an emotional event in the limbic system and a
person’s rational judgment of it in the PFC. MRI studies (e.g., Nelson,
et al., 2003) have shown that adolescents exhibit greater brain activation
in response to angry and fearful faces than to happy and neutral faces
whereas adults show the opposite.

In other words, there are physical reasons for the greater ratio of
emotional to rational responses evidenced by many teens. The physical
immaturity of the adolescent brain combined with a “supercharged”
physiology facilitates the tendency to assign faulty attributions to situ-
ations and the intentions of others. In other words, a brain on “go slow
superimposed on a physiology on fast forward” explains why many teen-
agers “find it difficult to accurately gauge the meanings and intentions
of others and to experience more stimuli as aversive during adolescence
than they did as children and will do so when they are adults” (Walsh,
2002:143). As Richard Restak (2001:76) so well put it: “The immaturity of
the adolescent’s behavior is perfectly mirrored by the immaturity of the
adolescent’s brain.”

Several studies show generally that the earlier the onset of puberty
the greater the level of problem behavior for both girls and boys (Cota-
Robles, et al., 2002; Felson & Haynie, 2002). Juveniles who enter puberty
significantly earlier than their peers must confront their “raging hor-
mones” with a brain that is no more mature than those of their age peers.
In one study, testosterone level predicted future problem behavior, but
only for boys who entered puberty early (Drigotas & Udry, 1993). Felson
and Haynie (2002) found that boys who experience early onset of puberty
were more likely to commit a number of delinquent and other antisocial
acts than other boys, but that they were also more autonomous, better
psychologically adjusted, and had more friends.

What about when adolescence is over and adulthood is attained? We
talk about “aging out” of crime, but this is just as empty of explanatory
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power as saying adolescence “ages in” crime: we need to know what the
mechanisms are. In terms of brain mechanisms, we know that around
about the age of 20, the “go get it” neurotransmitters start to decrease, and
the “stop it” inhibitory transmitters start to increase, the brain is more
fully myelinated, and the connections between areas associated with emo-
tions and cognition become more fully integrated (Sowell, et al., 2004;
Steinberg, 2007). With a more mature brain on board, more adult-like
personality traits emerge. McCrae (2000:183) and his colleagues report
findings from five different countries showing age-related decreases in
personality traits positively related to antisocial behavior and increases in
personality traits positively related to prosocial behavior: “From age 18 to
30 there are declines in neuroticism, extraversion, and openness to experi-
ence, and increases in agreeableness and conscientiousness; after age 30
the same trends are found, although the rate of change seems to decrease.”
The fine-tuning of neurological and endocrine systems occurs across the
lifespan and thankfully results in personality traits in adulthood con-
ducive to prosocial behavior for the great majority of individuals. These
changes lay the foundations for the acquisition of responsible social roles
that help us stay on the straight and narrow.

Risk Factors for Serious Delinquency: The Terrible Twins, ADHD
and CD

Some individuals go beyond the normal adolescent hell raising to commit
serious crimes. One of the major predictors of which individuals will
continue to commit crimes after adolescence is the comorbidity of atten-
tion deficit with hyperactivity disorder (ADHD) and conduct disorder
(CD). These separate but often linked syndromes are neuropsychological
and temperamental deficits that can lead to criminal offending long after
adolescence. For those who are afflicted with both, ADHD symptoms
usually appear first, followed by CD.

ADHD is a chronic neurological condition that is behaviorally mani-
fested as constant moving and restlessness, low levels of inhibitory control,
impulsiveness, difficulties with peers, frequent disruptive behavior, short
attention span, academic underachievement, risk-taking behavior, and
proneness to extreme boredom. As with any other syndrome, the symp-
toms vary widely in their severity and frequency of occurrence. Most
healthy children will manifest some of these symptoms at one time or
another, but they cluster together to form a syndrome in ADHD children
(8 out of 14 symptoms are required for diagnosis) and are chronic and
more severe than simple high spirits (Durston, 2003). A virtual cascade of
brain imaging studies finds many differences (albeit small ones) in brain
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anatomy and physiology between ADHD and non-ADHD children (Raz,
2004; Sanjiv & Thaden, 2004).

ADHD affects somewhere between 2 and 9 percent of the childhood
population and is four or five times more prevalent in males than in
females (Levy, et al., 1997). Although the precise cause of ADHD is not
known, it is known that genes play a huge role (Coolidge, et al., 2000).
Compared to other behavioral disorders, the heritability of ADHD is
exceptionally high (in the .75 to .91 range). These heritability values are
consistently found regardless of whether ADHD is considered to be a
categorical or continuous trait (Levy, et al., 1997). Environmental features
that have been identified as playing a role in the etiology of ADHD are
fetal exposure to drugs, alcohol, and tobacco, perinatal complications, and
head trauma (Durston, 2003). Subsequent environmental factors such
as family, school, and peer variables appear not to have any causal impact
on it, although they can exacerbate its symptoms (Coolidge, et al., 2000).
ADHD symptoms generally decline in their severity with age, although
about 90 percent of ADHD sufferers continue to display some impairment
into adulthood (Willoughby, 2003).

Neurological deficits associated with ADHD include suboptimal arousal
and frontal lobe dysfunction. Some, but not all, children diagnosed with
ADHD show EEG patterns of under-arousal (slow brain waves) similar to
those found in adult psychopaths (Lynam, 1996). Such a brain wave pat-
tern is experienced subjectively as boredom, which motivates the person
to seek or create environments containing more excitement. ADHD
behavior can be normalized temporarily by administering methylpheni-
date (Ritalin). The efficacy of Ritalin and other such stimulants gave
researchers their first clues to the underlying neurochemical basis for the
disorder (Durston, 2003). We know that although stimulant drugs have
the effect of increasing activity for non-ADHD individuals, they have a
calming or normalizing effect on suboptimally aroused individuals by
raising the activity of the brain’s sensory mechanisms to normal levels.
This relieves feelings of boredom because the brain is now able to be more
attentive to features of the environment that it could not previously cap-
ture. When on medication, ADHD children are less disruptive, become
less obnoxious to peers, and can focus more on schoolwork.

Given the range of symptoms associated with ADHD, it is not surpris-
ing that it is consistently found to be related to a wide variety of antisocial
behaviors. A review of 100 studies conducted prior to 1999 found that 99
of them reported a positive relationship between ADHD and various
antisocial behaviors (violent and property crimes, delinquency, drug
abuse) while only one (for drug offenses) was found not to be significant
(Ellis & Walsh, 2000).

ADHD delinquents are more likely than non-ADHD delinquents to
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persist in their offending as adults, but this probability rises dramatically
for ADHD children also diagnosed with conduct disorder (CD). CD is
defined as the “persistent display of serious antisocial actions [assaulting,
stealing, setting fires, cruelty to animals] that are extreme given the child’s
developmental level and have a significant impact on the rights of others”
(Lynam, 1996:211). ADHD and CD are found to co-occur in 30 to
50 percent of cases in most clinical and epidemiological studies (reviewed
in Lynam 1996). Conduct disorder has an onset at around 5 years of age. It
remains at a steady rate for girls (about 0.8% of all girls) and rises to about
2.8 percent at age 15, but rises steadily in boys from about 2.1 percent at
age 5 to about 5.5 percent at age 15 (Maughan, et al., 2004). Conduct
disorder also appears to be a neurological disorder, and there are substan-
tial genetic effects on the syndrome, with heritability estimates reported to
range between .27 and .78 (Coolidge, et al., 2000).

Terrie Moffitt (1996) has proposed that verbal deficits are what place
children at risk for CD. If this is true, then the reported heritability
estimates for CD may actually be heritability estimates of verbal IQ.
Moffitt indicates that neurological evidence suggests that the left frontal
lobes contain the mechanisms by which children process their parents’
instructions (“No!,” “That’s naughty,” “Please pick up your shoes”). These
instructions then become the child’s internalized verbally based basis
of self-control. Children with deficits in these frontal lobe mechanisms
do not profit from their parents’ verbal instructions and thus tend to
develop a present-oriented and impulsive cognitive style. Lacking normal
levels of abstract reasoning, such children may have to learn lessons
through the more painful process of trial and error and may thus
experience more frequent punishments for their lack of compliance with
instructions.

Many of the cognitive and temperamental symptoms of CD and
ADHD children are similar. CD children tend to score in the low–normal
or borderline range of intelligence and are highly overrepresented in
impoverished family environments (Lewis, 1991). As mentioned, the
co-occurrence of ADHD and CD represent the greatest risk for serious
delinquency and adult criminality. A number of researchers have offered
evidence that ADHD is a product of a deficient behavioral inhibition
system (BIS) and CD is a product of an oversensitive behavioral activation
system (BAS) (Levy, 2004; Quay, 1997) (See Walsh & Beaver, Chapter 1,
this volume, for a discussion of the BIS and BAS.) If this is the case, then
those afflicted with both ADHD and CD suffer a double disability. First,
they are inclined to seek high levels of stimulation because of an over-
sensitive BAS, and, second, they are hampered by a faulty BIS, and thus
have difficulty putting a stop to their search for pleasurable stimulation
once it is initiated.
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CD children are most likely to be found in impoverished families and
are significantly more likely than children without CD to have parents
diagnosed with antisocial personality disorder (ASPD) (Sergeant, et al.,
2003). One of the psychiatric requirements for a diagnosis of ASPD is a
childhood diagnosis of CD. Thus, if a parent is diagnosed with ASPD it
means that he (almost always a he) was diagnosed with CD as a child, and
if his offspring is also diagnosed with CD, the cross-generation linkage
strongly suggests genetic transmission.

Lynam (1996:22) describes the trajectory from ADHD/CD to criminal-
ity in a way that reminds us of the process of reactive gene/environment
correlation, stating that the co-occurrence of ADHD and CD: “[M]ay tax
the skills of parents and lead to the adoption of coercive child rearing
techniques, which in turn may enhance the risk of antisocial behavior.
Entry into school may bring academic failure and increase the child’s
frustration, which may increase his or her level of aggressive behavior.
Finally, the peer rejection associated with hyperactivity may lead to
increased social isolation and conflict with peers.”

I am not suggesting that ADHD represents some form of hopeless
pathology that leads its victims down the road to inevitable criminality,
particularly in cases where CD is not also present. The ever increasing
numbers of children being diagnosed with ADHD most likely reflects a
growing intolerance for disruptive classroom behavior than anything else.
In other words, environmental changes push more children over the risk
threshold for being labeled with the disorder. Perhaps it should not even
be called a disorder, but rather a natural variant of human diversity. While
acknowledging that ADHD is problematic in modern society, that it has
real neurological foundations, and that parents are probably right in the
current social context to choose to medicate their ADHD children, Jaak
Panksepp (1998) asserts that ADHD-like behaviors are observed in the
young of all social species, and it is called “rough-and-tumble” play.
ADHD-like behaviors may have even been adaptive in our evolutionary
history when restless boldness and curiosity meant exploring beyond
known boundaries (Crawford, 1998). If the “true” rate of ADHD is as
high as reported, then genes underlying it have survived natural selection,
which means that they must have conferred some benefits in evolu-
tionary environments even if they do not in modern, evolutionarily novel,
classroom environments.

Many ADHD individuals have above average IQs and are creative, so
perhaps the symptoms of ADHD are only problematic in the modern
context in which children are expected to sit still for long periods learning
subjects that they find boring. Panksepp’s suggestion that we as a society
provide far more opportunities in schools for the young (especially boys)
to indulge in their biological need for rough and tumble play is sound
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—more recess, less Ritalin sounds like a good rallying cry for a drug-free
delinquency reduction program.

Patterns of Serious Delinquency

Figure 8.3 presents the developmental pyramid model of offending from
Thornberry, et al. (2004). This model focuses on the escalation of serious-
ness of delinquent acts being committed as boys age. The model is based
on three longitudinal studies—the Denver Youth Survey, the Pittsburgh
Youth Study, and the Rochester Youth Developmental Study—and includes
over 4,000 subjects followed since 1987. Their model presents three theor-
etically distinct offending pathways that represent patterns of behavior;
it says nothing about individual characteristics.

The authority conflict pathway is the earliest pathway (starting before the
age of 12) and begins with simple stubborn behavior, followed by defiance
and authority avoidance. Note that the base of the triangle represents the
earliest stage and contains the most boys. Some boys in this pathway move
into the second stage (defiance/disobedience), and a few more into the

Figure 8.3 Three Pathways to Boys’ Disruptive Behavior and Delinquency.

Source: Thornberry, et al. (2004).
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authority avoidance stage. At this point, some boys progress to one of the
other two pathways, but many will go no further than authority avoid-
ance. The covert pathway starts later and involves minor offenses in stage 1
that become progressively more serious for a few boys who enter stage 3
on this pathway. The covert pathway would consist overwhelmingly of
boys who were not diagnosed with CD. The overt pathway progresses from
minor aggressive acts in stage 1 to very serious violent acts in stage 3. The
more seriously involved delinquents in the overt and covert pathways may
switch back and forth between violent and property crimes, with the most
serious probably fitting the criteria for ADHD/CD comorbidity. The take-
home lesson of this model is that as boys get older their crimes become
more serious, but happily there are far fewer of them.

Terrie Moffitt’s Dual Pathway Theory

Whereas the Thornberry, et al. (2004) model is concerned with behavioral
pathways, Terrie Moffitt’s theory is concerned with individuals’ develop-
mental pathways. Based on findings from an ongoing longitudinal study
of a New Zealand birth cohort, it has become a robust empirically sup-
ported theory and has been described as the “most innovative approach to
age-crime relationships” in the literature (Tittle, 2000:68).

It had long been known that the vast majority of youth who offend
during adolescence desist, but that there are also a small number of them
who continue to offend into adulthood. Moffitt calls the former group
adolescent limited (AL) offenders and the latter group life-course per-
sistent (LCP) offenders and charts the life-course trajectories of both.
The AL/LCP dichotomy is simply a convenient typology and it is not
meant to imply that all offenders fit snugly into one category or the
other. Differences among offenders are quantitative rather than qualitative,
reflecting varying levels of antisocial propensity. Also, the phrase life-
course persistent is simply a convenient and descriptive phrase; and is not
meant to imply that these offenders commit crimes across the entire life
course—we rarely see 60-year-old muggers. Despite the qualifiers,
Moffitt’s typology has great heuristic value for exploring similarities and
differences between low-rate offending/early desisting delinquents and
high-rate offending/late desisting offenders.

Life-course persistent offenders are individuals who begin offending
prior to the onset of puberty and continue well into adulthood. Studies dif-
ferentiating between prepubescent and postpubescent starters have consis-
tently found that early starters are the most frequent and serious offenders
in all age categories (Farrington, 1996). Moffitt’s theory states that LCP
offenders are saddled with neuropsychological and temperamental deficits
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that are manifested in low IQ, hyperactivity, inattentiveness, negative
emotionality, slow heart rate, and low impulse control. These problems
arise from a combination of genetic and environmental effects on central
nervous system development. Environmental risk factors include being
the offspring of a single teenage mother, low SES, abuse/neglect, and
inconsistent discipline (Moffitt & Walsh, 2003). These related individual
and environmental impairments initiate a cumulative process of negative
person/environment interactions that result in a life-course trajectory
propelling individuals toward ever hardening antisocial attitudes and
behaviors.

Moffitt describes the antisocial trajectory of LCP offenders as one of:
“[B]iting and hitting at age 4, shoplifting and truancy at age 10, selling
drugs and stealing cars at age 16, robbery and rape at age 22, fraud and
child abuse at age 30; the underlying disposition remains the same, but
its expression changes form as new social opportunities arise at differ-
ent points of development” (1993:679). This age-consistent behavior is
matched by cross-situational behavioral consistency. LCP offenders “lie at
home, steal from shops, cheat at school, fight in bars, and embezzle at
work” (Moffitt, 1993:679). Given this antisocial consistency across time
and place, opportunities for change and for legitimate success become
increasingly unlikely for these individuals.

Although LCP offenders constituted only 7 percent of the studied
cohort, they were responsible for more than 50 percent of all delinquent
and criminal acts committed by it (Henry, et al., 1996). These figures are
consistent with other cohort data indicating that serious and frequent
offending is concentrated among a very small percentage of offenders,
the majority of whom began offending prior to puberty (Walsh, 2002).
Moreover, whereas AL offenders tend to commit relatively minor offenses
such as public drunkenness and petty theft, LCP offenders tend to be
convicted of more serious crimes against the person such as assault, rob-
bery, rape, domestic violence, and carrying concealed weapons (Moffitt &
Walsh, 2003).

Adolescent limited offenders have a different developmental history
that places them on a prosocial trajectory that is temporarily derailed
at adolescence. They are not burdened with the neuropsychological
problems that weigh heavily on LCP offenders, and they are adequately
socialized in childhood by competent parents. AL offenders are “normal”
youths adapting to the transitional events surrounding adolescence and
whose offending is a social phenomenon played out in peer groups, and
does not reflect any stable personal deficiencies (Moffitt, 1993:692).

According to Moffitt, many more teens than in the past are being
diverted from their prosocial life trajectories by biological, social, and eco-
nomic vectors that are increasingly diverging. Better health and nutrition
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has lowered the average age of puberty while at the same time techno-
logical advances have increased the average time needed to prepare for
participation in the economy. These changes have resulted in about a 5- to
10-year “maturity gap” between puberty and entry into the job market.
Thus, “adolescent-limited offending is a product of an interaction bet-
ween age and historical period” (Moffitt, 1993:692). Filled with youthful
energy, strength, and confidence, and a strong desire to shed the restrictions
of childhood, AL offenders are attracted to the excitement of antisocial
peer groups, which are typically led by antisocially “experienced” LCP
youths. Once initiated into the group, juveniles learn the attitudes and
techniques of offending (as differential association theory asserts) through
mimicking others, and gain reinforcement (as social learning theory
asserts) in the form of much desired group approval and acceptance for
doing so.

Moffitt maintains that adolescent antisocial behavior is adaptive because
it offers those engaging in it opportunities to gain valuable resources they
could not otherwise obtain. The most valuable of these resources is peer
group status. Teenagers who are still dependent on their parents for so
many things turn their envious eyes on LCP offenders, who, while no
older than they, already have many of the things that signal independence
and mature status, such as cars, nice clothes, and access to sex partners.
It is no accident that disruptive and belligerent antisocial youths who are
in school become “central members of prominent classroom cliques”
(Rodkin, et al., 2000:21). In the eyes of their admirers, the behavior of LCP
offenders brings them positive results, and many see no reason why simi-
lar behavior on their part cannot bring them the same results. LCP and AL
youths reinforce one another for their antisocial behavior; LCP youths are
rewarded with the admiration of their AL peers, and AL youths receive
reinforcement by being accepted by LCP youths as their peers.

Figure 8.4 compares the life-course trajectories for LCP and AL offend-
ers. Note the role of association with delinquent peers in the two trajector-
ies. In the case of LCP offenders, stable antisocial characteristics precede
association with delinquent peers. This exemplifies the principle of active
rGE that like seeks like (see Chapter 1 for a discussion of rGE). For AL
offenders, by way of contrast, association with delinquent peers precedes
the development of temporary antisocial characteristics. This suggests that
association with delinquent peers may be necessary to initiate delinquency
for most AL offenders, and that there is little or no genetic influence on
AL delinquency. Teens have a limited ability to choose their environments,
so even those at low risk for delinquency may succumb to it under the
influence of their more daring peers whom they temporarily admire and
seek to emulate at a time in life when peer influence is of such tremendous
importance.
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Desisting

As AL offenders mature neurologically and socially, they begin to realize
that an adult criminal record will severely limit their future options. They
also begin to realize that they are freer now to structure their environ-
ments consistent with their innate preferences. For some AL offenders,
desistance from antisocial behavior is abrupt, for others it is a slower pro-
cess. Much depends on a combination of how well they were integrated
into the antisocial peer group, what prosocial opportunities become avail-
able to them, and on personal characteristics. By definition, offenders
who limit their offending to adolescence have accumulated a store of
positive attachments (they elicit positive responses from prosocial others)
and academic skills (they stayed in school and did reasonably well)
before they started offending, and even while they were offending. These
attachments and skills can be called on to provide them with prosocial
opportunities such as a good marriage and a good job. In Moffitt’s
(1993:690) words, AL offenders desist from offending because they are
“psychologically healthy,” and “healthy youths respond adaptively to
changing contingencies.”

Other life-course theories (Sampson & Laub, 1999) have also shown
that obtaining a stable job and attachment to a prosocial spouse are
important protective factors for preventing continuing criminal behavior
(interestingly, testosterone levels among men have been found to fall with
marriage and rise with divorce (Mazur & Michalek, 1998). Sampson and
Laub did not differentiate between LCP and AL offenders (they explicitly

Figure 8.4 Moffitt’s Dual Developmental Pathways.
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deny such a dichotomy), but report that positive social bonds represent
social capital, and are the result of prior “social investment” that only AL
offenders seem to accumulate. Given that LCP offenders essentially burn
their prosocial bridges early in life, we may assume that Sampson and
Laub are referring only to AL offenders, who, of course, constitute by far
the biggest group of adolescent offenders. If LCP offenders do acquire
jobs, girlfriends, wives, the problem, according to Gottfredson and Hirschi
(1990:141): “[I]s that the offender tends to convert these institutions into
sources of satisfaction consistent with his previous criminal behavior.” In
other words, they expand their antisocial repertoire into domestic abuse
and workplace crime.

We also know from the assortative mating (like seeking like in dating
and mating) data for antisocial behavior and characteristics (Krueger,
et al., 1998; Quinton, et al., 1993) that the likelihood of persistent
offenders securing the support of a non-deviant spouse is slim. Only 15
percent of the boys in the New Zealand cohort with early onset of offend-
ing had escaped all adjustment problems by the age of 26 (Moffitt &
Walsh, 2003). Given the many differences between late- and early-onset
boys discovered in numerous longitudinal studies, it is difficult to disagree
with C. Ray Jeffery’s statement that the early-onset persistent offender is
“biologically different from the adolescent offender who stops at age 18–
21” (1993:494).

Adolescents who Abstain from Delinquency

Because experimenting with antisocial behavior is normative behavior for
adolescents, those who abstain altogether are unusual. Consistent with
many other studies, the New Zealand cohort contained only a small group
of males who avoided virtually any antisocial behavior during ado-
lescence. Examining the personality profiles at age 18, it was determined
that abstainers were extremely self-controlled, fearful, interpersonally
timid, socially inept, and most were virginal at age 18. Subsequent studies
at age 26 confirmed that abstainers had not become late-onset offenders
(Moffitt, et al., 2002). They retained their self-constrained personality as
adults, were mostly settled into marriage, had delayed having children,
were likely to be college educated, held high-status jobs, and expressed
optimism about their futures.

Cohort abstainers fit the personality profiles found in other studies for
youths who abstain from drug and sexual experimentation in a histori-
cal period when such experimentation is normative: i.e., they were
over-controlled, not curious, not active, not open to experience, socially
isolated, and lacking in social skills. By way of contrast, frequent users and
the sexually permissive were alienated, deficient on impulse control, and
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were less attached to parents than either the experimenters or abstainers
(Shedler & Block, 1990; Walsh, 1992).

The kind of inhibited and introverted personality characteristic of
abstainers is consistent with studies of autonomic nervous system (ANS)
arousal and criminality. Individuals with a hyperarousable ANS are easily
conditioned (socialized), and those with a hypo-arousable ANS are con-
ditioned with difficulty. Given the personality profiles of abstainers, it is
probable that they are individuals located at the “hyper” tail of the ANS
arousal distribution, and thus have excessive guilt feelings and excessive fear
of the negative consequences of nonconformity (Moffitt & Walsh, 2003).

What Role do Genes Play in Delinquency?

Genes are obviously responsible for initiating all the physical changes
accompanying puberty, but what role do they play beyond that? Numerous
studies have found large heritability coefficients (ranging from .20 to .82)
for the various traits associated with delinquent and criminal behavior
such as fearlessness, aggressiveness, sensation seeking, impulsiveness, and
low IQ (Moffitt & Walsh, 2003). High estimates for these traits contrast
with the rather low heritability estimates from meta-analyses of between
.40 and .58 for adolescent and adult antisocial behavior noted in Chapter
2. Although we must keep in mind the distinction between LCP offenders
(probably high genetic contribution) and AL offenders (low to non-
existent genetic contribution), we may still ask why the heritability for
delinquent and criminal behavior is so small compared with the traits that
are its constituent parts. One reason is that the constituent parts are traits
whereas criminality is behavior expressing those traits. Parents potentially
have a greater deal of control over their offspring’s behavior, but little or
none beyond the genes they bequeathed them over their personality traits.
This is why the heritability of all forms of antisocial behavior is less than
the basic psychological traits that are its constituent parts. In other words,
behavior is more subject to environmental influences than are personality
traits. Parenting matters, and that is what the last of the four key messages
from the 2003 conference of the New York Academy of Sciences (“With
the right dose of guidance and understanding, adolescence can be a
relatively smooth transition”) conveys (White, 2004:4).
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9

Substance Abuse and Crime: Biosocial
Foundations
Michael G. Vaughn

Reliable data indicate that alcohol and drug use is present in the majority
of violent crimes both in the United States and Europe. Many of these
violent offenses comprise homicides. Alcohol abuse has been consis-
tently associated with crime. For example, 1998 data from the Arrestee
Drug Abuse Monitoring (typically referred to as ADAM) program, which
collects biomarker data on drugs in the systems of persons arrested
found that the rate of testing positive across 35 cities ranged between
40 and 80 percent (Arrestee Drug Abuse Monitoring Program, 1999).
Figure 9.1 shows the trends in arrests by type of drug law violated from
1982–2005.

A 2004 survey by the Bureau of Justice Statistics indicated that approxi-
mately 33 percent of inmates committed their offense while under the
influence of drugs and over half were using drugs in the month prior to
their offense. The percentage of offenders reporting that they committed
their offense in order to obtain money for drugs was 17 percent of state
inmates and 18 percent of federal inmates. The most common drugs of

Figure 9.1 Number of Arrests, by Type of Drug Law Violation, 1982–2005.

Source: FBI, Uniform Crime Reports, Crime in the United States, annually.



abuse were marijuana and cocaine/crack. Importantly, these figures are
relatively similar to data from 1997 thus indicating stability in these
trends. Approximately half of both state and federal inmates met criteria
for a diagnosis of substance abuse/dependence. According to a nationally
representative survey (National Epidemiological Survey of Alcohol and
Related Conditions) the proportion of those in the general population
meeting criteria for abuse and dependence in 2002 was 2 percent. This
remarkable difference underscores the close relationship that exists
between substance abuse and criminal offending.

Most of the costs associated with drug abuse involve relationships to
crime and criminal justice. These costs include government crime control
(e.g., law enforcement and police protection), incarceration, social ser-
vices, and loss of productivity of victims and drug use careers. Also, there
are costs related to emergency room care and ongoing medical care for
injuries sustained during violent encounters where alcohol or drug intoxi-
cation was a precipitating factor. Although estimates vary, the economic
costs are clearly well over 100 billion annually. Furthermore these costs are
expected to rise.

Studies of incarcerated youth have shown that drug use and delinquent
acts are intertwined. In a study of state wide population of juvenile
offenders, Vaughn and colleagues (2007) found that high rates of past
drug abuse and property and violent offending clustered together at both
the low and high ends of use patterns. Essentially, youth who used the
most drugs also possessed extensive criminal histories. Seminal research
by Linda Teplin and associates (2002) has shown in a randomly selected
sample of 1,829 detained youth in Chicago that approximately half of
males and females had a diagnosable substance use disorder. Also, both
male and female detainees met criteria for a mental health disorder in
excess of 60 percent of cases.

The current chapter will first define drug abuse and dependence, review
key mechanisms such as the brains reward pathway, then review the
association between substance abuse and crime from the perspective of
a general biosocial liability conceptual framework (see Vaughn, 2007;
Vaughn, et al., 2007), and, finally, offer comments regarding prevention
and treatment for policy and practice.

Definitions of Drug Dependence

Although numerous definitions of drug addiction have been proffered,
one contemporary definition that succinctly captures the essence of the
disorder has been developed by George Koob (2006:25) who defined
drug addiction as follows: “Drug addiction, also known as substance
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dependence, is a chronically relapsing disorder characterized by (1) a
compulsion to seek and take the drug, (2) loss of control in limiting
intake, and (3) emergence of a negative emotional state (e.g., dysphoria,
anxiety, irritability) when access to the drug is prevented (defined here as
dependence).” An additional factor that exacerbates compulsive drug
seeking (which often results in crime) is that continued ingestion of a
substance often leads to a state of tolerance requiring more of the drug to
achieve desired effects.

The primary system used to diagnose substance abuse and depen-
dence is the Diagnostic and Statistical Manual (DSM) of the American
Psychiatric Association. According to the DSM-IV substance dependence
is “a maladaptive pattern of substance use leading to clinically significant
impairment or distress, as manifested by three (or more) of the following,
occurring any time in the same 12-month period”:

1. Tolerance, as defined by either of the following:
(a) A need for markedly increased amounts of the substance to

achieve intoxication or the desired effect or
(b) markedly diminished effect with continued use of the same

amount of the substance.
2. Withdrawal, as manifested by either of the following:

(a) The characteristic withdrawal syndrome for the substance or
(b) the same (or closely related) substance is taken to relieve or

avoid withdrawal symptoms.
3. The substance is often taken in larger amounts or over a longer

period than intended.
4. There is a persistent desire or unsuccessful efforts to cut down or

control substance use.
5. A great deal of time is spent in activities necessary to obtain the

substance (such as visiting multiple doctors or driving long dis-
tances), use the substance (for example, chain smoking), or recover
from its effects.

6. Important social, occupational, or recreational activities are given
up or reduced because of substance use.

7. The substance use is continued despite knowledge of having a per-
sistent physical or psychological problem that is likely to have been
caused or exacerbated by the substance (for example, current
cocaine use despite recognition of cocaine-induced depression or
continued drinking despite recognition that an ulcer was made
worse by alcohol consumption).
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Goldstein’s Tripartite Conceptual Framework

In 1985 Paul Goldstein published an influential article that organized the
“drugs–violence nexus” as occurring around three levels of phenomenon.
He developed this typology inductively as he collected data in New York
City on drug abuse and its behavioral effects. The first of these phenom-
ena psychopharmacological is related to violence due to the direct effects
that drugs have on the brain. According to Goldstein, this type of violence
is difficult to measure because “many such instances go unreported and,
hence, unrecorded in official records” (1985:495). The second major
domain of the drugs–violence nexus is termed economic-compulsive. These
types of act are simply the result of drug-dependent persons engaging in
robberies to provide cash to buy more drugs. Because drug use hijacks the
brain’s ancient reward system compulsive need to continue to reinforce
this pathway is powerful and this combined with the fact that illicit drugs
tend to be expensive often elicits violence. As Goldstein (1985:496) points
out: “Economically compulsive actors are not primarily motivated by
impulses to act out violently. Rather their primary motivation is to obtain
money to purchase drugs.” The final level is systemic. This refers to vio-
lence perpetrated as a part of the operation of drug markets and the
business of dealing. Goldstein provided several examples of systemic
violence and these include “disputes over territory between rival drug
dealers,” “assaults and homicides committed within dealing hierarchies
as a means of enforcing normative codes,” elimination of informers,”
and “punishment for failing to pay one’s debts.” Although somewhat
simplistic, this tripartite framework does provide a useful heuristic for
organizing the complexity of violence and drug abuse across the biosocial
range. However, the specific mechanisms for understanding the biosocial
processes are not well delineated in this model.

Alcoholism and Crime

As previously stated, there is an established association between alcohol
use and crime including aggression and violence. Alcohol abuse and
dependence are familial in nature meaning that these patterns are often
found within the same family. The vulnerability to developing an alcohol
use disorder is substantially influenced by genetic factors. Both alcohol use
disorders and conduct problems are often comorbid with one another,
meaning they co-occur and are intertwined. Thus, the propensity for
developing an alcohol use disorder and conduct problems likely share a
similar underlying etiology. However, among those diagnosed as alcohol
dependent there is often found clinical heterogeneity resulting in subtypes
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of alcohol-dependent people. The most prominent subtype formulation
involves type 1 and type 2 alcoholism developed by Cloninger and
colleagues (1981). This framework posits that type 1 is a milder form of
alcoholism, occurs more widely in females, and is associated with mood
problems while type 2 is more severe. Type 2 alcohol dependence is char-
acterized by an earlier onset, antisocial and criminal behavior during the
adult years, chronic relapsing and treatment resistance, and familial alco-
holism. Although this typology is widely accepted, recent research is
beginning to demonstrate the usefulness of alternative typologies.

The Pivotal Role of the Reward Pathway

In a famous essay appearing in the prestigious journal Science (1997),
Alan Leshner declared that: “Addiction is a brain disease, and it matters.”
Leshner, summarizing 20 years of scientific research on addiction, revealed
that we now know the neural circuits affected by drugs of abuse and
related details of receptor behavior. Major differences in the brains of
addicted persons and non-addicted persons are profoundly different.
Leshner also recognized that the social contexts that surround the brain
(i.e., person) possess an important role in pathogenesis and course of
addiction.

The neural circuit that Leshner was discussing is commonly termed the
reward pathway. The reward pathway or, more specifically, the mesolim-
bic reward system is of critical importance due to its role in survival. The
reward pathway provides the positive reinforcement for eating, drinking,
sex, and other functions basic to survival. In the case of abuse and
dependence, drugs of abuse flood the reward pathway to an extent above
and beyond aforementioned food and sex. Thus, this circuit becomes
“hijacked” and compulsive substance seeking follows. The usual inhibitory
control associated with executive governance is overwhelmed, particu-
larly among those with structural or functional deficits in this area of the
brain. After reviewing brain imaging, neuropsychological, and clinical
outcome studies, Lubman and colleagues (2004:1491) further specify
these relations stating: “The current literature suggests that in addition to
the brain’s reward system, two frontal cortical regions (anterior cingulated
and orbitofrontal cortices), critical in inhibitory control over reward-
related behavior are dysfunctional in addicted individuals. These same
regions have been implicated in other compulsive conditions character-
ized by deficits in inhibitory control over maladaptive behaviors, such as
obsessive-compulsive disorder.”

One useful analogy used to better frame the compulsion brought
about by drug abuse and inhibitory control is the “stop” and “go”
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conceptualization. (The “stop” and “go” analogy is virtually synonymous
with the behavioral activating system [BAS] and the behavioral inhibition
system [BIS] as discussed by Walsh and Beaver, and Wiebe, Chapters 1 and
12, this volume. The “stop” system corresponds with the BIS and the “go”
system corresponds with the BAS.) Childress (2006) suggests that this
framework helps us to understand the heterogeneity that exists in the
domain of substance abuse. The ancient reward pathway is the “go”
system because of its involvement and sensitivity toward motivation
related to natural rewards. The “stop” system is responsible for inhib-
iting behavior when the reward is dangerous or detrimental to survival.
Variations in the stop and go systems due to polygenic and neural deficit
factors influence the response to drugs of abuse and its consequences for
behavior. Not only is there individual variation, there is also develop-
mental variation that has important implications for understanding the
covariation between substance abuse and crime. For example, during
adolescence, a critical period whereby drug experimentation is common,
executive functions responsible for inhibitory control are not yet fully
developed or mature thereby creating a situation of a strong reward
response coupled with a weak stop system. This situation is thought to
account for why the period of adolescence is such a risky develop-
mental period. Adolescent substance abuse is also highly comorbid with
attention-deficit hyperactivity disorder and conduct disorder—a disorder
characterized by aggressive and delinquent acts.

Substances of abuse are known to increase levels of dopamine in the
brain. This facilitates increased communication between receptors in the
brain associated with heightened states of joy and physiological arousal.
The close relations between the reward pathway and dopamine activity
has led many to refer to this circuit as the dopaminergic system. Most
substances of abuse implicate dopamine and the nucleus accumbens
including cocaine and amphetamines, opiates, nicotine, alcohol, and
delta-9-tetrahydrocannabinol. Based on brain imaging investigations low
numbers of type 2 dopamine receptors (i.e., DRD2) have been found to
be associated with heightened vulnerability to substance dependence.
Conversely, it has been hypothesized that higher levels may exert a protect-
ive benefit or shield from addiction (Childress, 2006). Figure 9.2 displays
the area of the brain known as the ancient reward pathway.

Neurotransmitters: The Importance of Serotonin

Alcohol and aggressive behavior have been associated with decreases in
serotonin activity. The reason for this is that serotonin is a key regulator of
aggressive behavior (Nelson & Chiavegatto, 2001). In particular, studies
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have implicated the low activity short allele polymorphism. These results
have been found in western and non-western societies. For instance, in a
study of 246 Chinese males, those with the short allele were found to
possess convictions for extreme violent offenses compared to none for the
control group. However, not all studies have found this link. For example,
Amira Brown and colleagues (2007) performed PET scans among patients
being treated for alcohol dependence and found no significant variations
between patients classified as aggressive or non-aggressive in the densities
of the serotonin transporter (5-HTT).

A General Liability Model of Substance Abuse and Crime

One way to conceptualize the reciprocal relations between drug abuse and
crime is to employ a general biosocial framework that uses the concept of
liability or vulnerability to denote risk across a continuum. Vaughn (2007)
has reviewed studies and constructs and has developed a theoretical syn-
thesis that is useful for organizing findings and concepts that range from
the biological (dispositional) to the environmental (contextual). Because
substance abuse and crime crosses many disciplinary fields a transdisci-
plinary synthesis is critically needed. Consequences of not utilizing such a
framework includes a lack of biological–environment integration leading
to isolated studies not linking together, myopic states of explaining

Figure 9.2 Cross-section of the Brain Revealing the Ancient Reward Pathway.

Source: National Institute of Drug Abuse website.
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substance abuse and crime strictly in terms of a singular disciplinary
focus, and associated reductions in new methodologies and findings
arising from knowledge fields not communicating with one another.

Dispositional liabilities A large number of twin studies indicate that
approximately 50 to 60 percent of the variation in substance use disorders
is accounted for by heritability (Hasin, et al., 2006). Several genes and
their variants have been found in numerous studies to be associated
with behavior control and addiction; specifically, several dopamine
(e.g., DRD4) and GABAergic (e.g., GABRA1) receptor genes (Kreek,
et al., 2005). Further, there is evidence that these gene variants interact
to produce associations with antisociality, at least in males (Beaver,
et al., 2007).

Much of the recent understanding and conceptualization of addiction
as a brain disease has been facilitated by the rise of neuroimaging tech-
niques. There are five of these that have been used in substance abuse
research: structural magnetic resonance imaging, functional magnetic
resonance imaging, magnetic resonance spectroscopy, positron emission
tomography, and single photon emission computed tomography. Each of
these techniques possesses different advantages in gathering information
on the effects of substance abuse. These techniques allow for direct com-
parisons to be made between using and non-using individuals. Taken
together, findings indicate clear involvement of biochemical, structural,
functional, and metabolic processes in the brain that influence decision
making, planning, and craving. Persons with genetic or developmental
deficits in critical areas of the frontal lobes are already vulnerable to
dysregulation in inhibitory control and are likely to be at higher risk for
substance-related crime, perhaps even more persistent and severe forms of
offending.

As genes code for proteins that comprise the central nervous system this,
in turn, provides the building blocks for various endophenotypes (see
Meyer-Lindenberg & Weinberger, 2006) comprising personality. Certain
personality traits are important factors in their relation to substance
abuse and crime. In fact, antisocial personality disorder, the psychiatric
category most associated with violence, predatory behavior, criminality
and substance abuse, is associated with low scores on the personality
traits of harm avoidance and reward dependence and high scores on
novelty seeking (Cloninger, 2005). Novelty seeking has much in com-
mon with other constructs shown to be related to both substance abuse
and crime such as sensation seeking. Interestingly, two constructs that
have received much research attention by criminologists and psycholo-
gists are low self-control and psychopathy. Self-control theory in crimin-
ology began with Gottfredson and Hirschi’s A general theory of crime
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(1990). Since its publication, the low self-control construct has garnered
much research attention and empirical support (e.g., DeLisi & Vaughn, in
press). Psychopathy is a very old construct (see Cleckley, 1941/1976;
Vaughn & Howard, 2005) that has been a valuable tool in the prediction
of violence among adults and juveniles. Breaking these constructs down
into more intermediate endophenotypes reveals that persons with low
self-control can be described as low in traits such as harm avoidance and
self-directedness and high on novelty seeking. Psychopaths are low on traits
such as harm avoidance, cooperativeness, self-directedness and high in
novelty seeking. Overall, antisocial personality disorder, low self-control,
and psychopathy are highly convergent with one another and typically
comorbid with the troublesome use and abuse of psychoactive substances.

Contextual liabilities A full appraisal of the nexus between substance
abuse and crime needs to examine the interplay between aforementioned
dispositional liabilities and environmental contextual factors. As such, an
operationalized depiction of the socio-cultural system surrounding the
individual that is connected to bioecology is cultural materialism.
Cultural materialism was originally synthesized by anthropologist Marvin
Harris. Contextual liabilities follow the tripartite conception of societies
conceptualized by cultural materialism and consist of an infrastructure,
structure, and a symbolic-ideational sector. Infrastructure represents the
domains of production (e.g., subsistence and related technologies) and
reproduction (e.g., demographic patterns, childrearing practices). The
infrastructure is most closely related to biogeography and the basic
survival needs and drives of human organisms. Therefore, infrastructure
tends to select for changes in the rest of society. Structure denotes the
organization of domestic and political economy as expressed in their
attending institutions. The symbolic-ideational sector refers to a society’s
religious, philosophical, and ideological features.

With respect to substance abuse and crime, it is important to under-
stand that drugs of abuse are manufactured and distributed and involve
marketing factors such as formal and informal advertisements, availability
of markets, and the political economy surrounding drug production.
Simply, an individual cannot become substance dependent if the drug
either does not exist or is unavailable. Another important biosocial fact is
that certain illicit drugs such as heroin are derived from opium poppies,
which thrive in particular habitats around the globe. This is also true of
another major drug of abuse, cocaine. The infrastructures of the countries
in which these plants are grown are such that technological lag and related
poverty decrease participation in global economic exchange. Under these
conditions it is fairly easy to understand how a biogeographic plant
resource (i.e., coca and opium poppies) can be elevated to a large financial
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force in the underground economies of these countries. There exists rela-
tively little research, however, into the contextual liabilities surrounding
substance abuse and crime. Future research should attempt to connect
these contextual factors to the individual liabilities for substance abuse
and criminal offending.

Interventions for Substance Abuse and Dependence

Given findings demonstrating the close associations between substance
abuse and crime, how might prevention or treatment proceed to reduce
both? There are numerous treatment protocols that have been tested
under “controlled conditions,” meaning that there was random assignment
of like individuals to a treatment group and a non-treated or alternative
treatment group, termed the control group. These types of experimental
study are considered the gold standard for evaluating treatment effects.
Although most of these studies did not focus on offending variables on
outcomes rather the focus was on reductions in substance abuse they
nevertheless allow for strong inferences to be made about substance
abuse–crime relations. I will focus on evidence-based treatments that are
founded on robust biosocial principles.

Evidence-based treatments can be organized as motivational, behav-
ioral, and pharmacotherapy. First, motivational treatment is a multidimen-
sional construct rooted in neurocognitive process yet highly sensitive to
context. Motivational interviewing was developed for drinking problems
and is associated with the work of William Miller, a professor of psych-
ology and psychiatry of the University of New Mexico. Numerous clinical
trials have supported the efficacy of this approach (see Miller & Rollnick,
2002). Motivational interviewing is a person- and goal-centered approach
that is non-confrontational yet is highly structured toward guiding clients
towards commitment. It is a cost-effective treatment that is usually
executed in one to four treatment sessions.

The second area of treatment involves behavioral interventions. Based
on elemental physiological principles of stimulus–response and reinforce-
ment of the organism toward new rewards instead of the rewarding effects
of a given substance, behavioral interventions can be quite useful in
their application to substance use disorders. According to Carroll and
Rounsaville (2006), behavioral treatment principles can be distilled into
increased effectiveness by targeting impulse control problems which are
at the heart of the “stop” or “brake” system that help to check the
drive toward psychoactive substances. As these authors state (2006: 225):
“For those individuals whose substance use is severe enough to warrant
treatment, we believe many aspects of these behaviors can be characterized
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as an impulse control disorder with two general, socially defined dys-
functional elements: (1) the excessive desire to use or craving for substances,
and (2) insufficient impulse control associated with neuroadaptation and
neurocognitive impairment.” It may well be that these types of inter-
vention are also simultaneously targeting processes that are also highly
involved in criminal offending. Another interesting form of behavioral
intervention is cognitive remediation treatment. This type of therapy
attempts to target and train components of executive function as if it were
a muscle. Thus, cognitive remediation or “brain train” protocols are build-
ing up the capacity for self-regulation. Research on cognitive remediation
treatments are still in their early stages and although preliminary evidence
is promising there still needs to be more empirical tests of its utility for
substance use disorders.

Finally, recent advances have led to the development of a small number
of medications that provide new tools to combat substance dependence.
These medications function as antagonists and agonists in the brain. On
the one hand, antagonists bind to receptor sites and block the effects of a
substance. On the other, agonists bind to the receptor site and stimulate the
site and thus turn it on. Three recent medications are in use for the treat-
ment of alcohol dependence; Naltrexone, Acamprosate, and Topiramate.
Naltrexone is an antagonist medication that partially blocks the rewarding
effects of ethanol and yields increases in abstinence and risk for relapse.
Acamprosate reduces the excitation of neurons that are no longer stimu-
lated by alcohol during withdrawal and this in turn decreases the stress
associated with not drinking. Topiramate directly acts to decrease dopa-
mine activity and serves to reduce the rewarding effects of alcohol.
Numerous clinical trials have shown the benefit of these medications
particularly when combined with additional psychosocial treatment. There
are no FDA-approved drugs for central nervous system stimulants such as
cocaine and amphetamines; however, recent trials with a medication
called Baclofen shows promise.

Although there exists controversy pertaining to how best to manage the
drugs–crime problem with respect to allocation of treatment and control
strategies, proper screening, assessment, and use of evidence-based inter-
ventions are likely to reduce drug-related criminal offending. Of course,
any system of treatment needs to be executed within a context of efficient
delivery of services that is held accountable for achieving specific outcomes.

Conclusions

Substance abuse and crime are inextricably linked. Both phenomena have
a complex causal structure and together form a near bewildering array of
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behaviors. These behaviors are associated with biological processes that
occur at different levels of organization that are contextualized within a
given social and ecological habitat. At the individual level, a longstanding
issue is which one comes first, substance abuse or crime. This chicken or
egg problem is also seen with regard to which one comes first, neurocogni-
tive deficits or substance abuse. Because of the covariation and diversity
involved in substance abuse and different types of crime associated with
its use, it has been extremely difficult for researchers to disentangle the
causal structure of this very fundamental problem. Looking for simple
answers is likely not to work because as James Anthony and Valerie For-
man state (2003:12.): “There is no single drugs-crime relationship. Rather
there are drugs-crime relationships, most of which are complex rather
than simple.”

Given the complexity of the substance abuse and crime relationship,
an explicit biosocial framework is necessary to facilitate systematic study
of the various components of this relationship. For example, much
research has demonstrated the importance of the effects of substances of
abuse on the reward pathway in the brain. However, we do not fully
understand the genetic liabilities that make one person more or less
susceptible to the reinforcing effects of drugs. On the macrosocietal end
of the equation, we have not been very successful at controlling the
deleterious effects of drugs of abuse. Further, we know little about the
types of environment that modulate drugs–crime relations. In addition to
research that investigates the biosocial interplay between substance abuse
and crime, it may be fruitful to investigate the convergence between
research on career criminals and addictions careers. Given the dispropor-
tional involvement in crime among a subset of persons, shedding light
on the overlap between substance abuse careers and career criminals
would be useful.

The historical evidence with respect to the use of psychoactive agents
suggests that the human species seeks to alter consciousness. In other
words, the ingestion of natural or synthetic chemicals among human is
likely an ever present danger. Therefore, it is imperative to find efficient
ways to manage this vulnerability that is closely tied with our evolu-
tionary heritage. Finding effective methods to accomplish this difficult and
seemingly intractable problem requires a foundation of sound empirical
evidence that is interpretable within a sound biosocial framework.
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Testosterone and Violence among Young Men
Allan Mazur

Numerous animal experiments, especially on rodents, show that raising
testosterone levels increases aggression. In interpreting this work, it is
important to distinguish aggressive behavior from dominance behavior.
An individual will be said to act aggressively if its apparent intent is to
inflict physical injury on a member of its species. An individual acts dom-
inantly if its apparent intent is to achieve or maintain high status—i.e.,
to obtain power, influence, or valued prerogatives—over a conspecific.
Rodents typically dominate aggressively, but that is not true among the
higher primates.

The distinction between aggression and dominance is particularly
important for humans, because we normally assert our dominance with-
out any intent to cause physical injury. Sports, spelling bees, elections,
criticism, competitions for promotion, and academic jousting all involve
contests for domination without intending physical injury. We under-
stand that there are different motivations for dominance and aggression,
although they may sometimes work concurrently.

Until fairly recently, researchers thought that young men with high
testosterone were especially aggressive, rather like male rodents. This pic-
ture remains in the public mind, including images of body builders on
anabolic steroids (chemically similar to testosterone) being prone to vio-
lent “’roid rages.” In fact, empirical research shows little if any direct
linkage between testosterone and physical aggressiveness. However, we
shall see that testosterone may play an indirect role in interpersonal
violence.

Without a doubt, the most significant and far reaching function of
androgens, among which testosterone is the most important, is their func-
tion in differentiating the male body from its inherent female state. In all
mammalian species, maleness is induced from an intrinsically female
form by a gene on the Y chromosome called the “sex-determining region
of the Y” (SRY) gene. The SRY gene first induces the development of the



testes from the undifferentiated gonads, the testes then produce androgens
that will masculinize (or defeminize) various brain areas and Mullerian
inhibiting substance, which causes the atrophy of internal female sex
organs (Swaab, 2004). Masculinized versus feminized brains presumably
contribute to the higher aggressive and antisocial behavior seen in
males relative to females (see Bennett, et al., 2005; Campbell, 2006, for
reviews).

A common view among today’s researchers is that testosterone is
related primarily to dominant behavior among men, not to aggression as
such (Archer, 2006; Mazur & Booth, 1998). Nearly all animal studies once
interpreted as linking testosterone to aggression may as easily be inter-
preted as linking testosterone with dominance. On theoretical grounds,
dominating mechanisms—whether aggressive or nonaggressive in form—
would confer an evolutionary advantage in helping an individual acquire
valued resources, especially in competition for mates. This is not simply a
matter of a dominant man taking what he wants; women regard men who
look dominant as attractive.

An important variant of dominant behavior occurs in settings like
schools, prisons, the military, families or work groups, where authority
figures require behavior to conform closely to rigid standards. In these
circumstances, dominant-acting individuals who hold subordinate roles
are relatively likely to break restrictive norms and codes of conduct.
Such actions, opposed or hostile to social institutions and laws, are
conventionally defined by sociologists as antisocial behavior, and are
labeled by those in authority as rebellious or even criminal. Anti-
social actions are often attempts to dominate figures in authority
(teachers, policemen) or, more abstractly, to prevail over a constraining
environment.

A Primer on Testosterone

Testosterone is the primary androgen, a class of steroid hormones that
develops and maintains masculine features. Although testosterone is made
in the adrenal cortex and ovaries of females, it is produced in far greater
amounts by the Leydig cells of the testis.

Many effects that we explain today by testosterone deficiency were
obtained since ancient times by castration of men and animals, which was
practiced not only to prevent fertility but also to prevent the development
of secondary sexual characteristics, produce docility, reduce sex drive, and
—in butchered animals—to produce fatter, more tender meat. Castrating
a male chick, for example, makes its adult flesh more edible, and the
capon fails to develop the rooster’s head furnishings (red comb and
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wattles—markers of reproductive competence), does not crow or court
hens, and does not fight other cocks. In Asia, eunuchs were presumed to
be safe harem guards because of their lack of both interest and ability to
copulate. Male sopranos and contraltos, emasculated to maintain their
prepubescent voice range, were prominent in the opera and church music
of 17th- and 18th-century Europe.

Our modern understanding began in the 1930s after the isolation and
identification of testosterone. Reminiscent of the Curies’ heroic extraction
of minute amounts of radium from a ton of pitchblende, Fred Koch and
his coworkers mashed tons of bull testicles to fractionate ounces of
material sufficiently pure to make the combs of capons grow bright red.
(Another researcher distilled 25,000 liters of policemen’s urine to obtain
15 mg of the androgen androsterone.) Chemical synthesis followed quickly,
enabling experimenters to replace or enhance testosterone in animal sub-
jects and human patients. An example is the classic study of hen peck
orders by Allee, et al. (1939), who injected testosterone into low-ranking
hens. These females became aggressive, and each rose in her status hier-
archy, some to the top position. Furthermore, their comb size increased (a
male characteristic), egg laying was suppressed, some began crowing (rare
in hens), and a few began courting other hens.

Until the availability of radioimmunoassay in the 1960s, the measure-
ment of endogenous testosterone was elusive because it is produced by the
body in tiny amounts. Normal men have about one hundred-thousandth
gram of hormone per liter of blood; women roughly one-seventh as
much. Soon it was practical to measure free testosterone in saliva (i.e.,
testosterone not bound to protein, which is assumed to be the physio-
logically active portion) with a concentration of about one-hundredth
that of total testosterone in blood. Furthermore, collection of saliva has
made studies on humans more practical. These improvements in method,
plus the recent availability of studies of thousands of men, have expanded
our knowledge greatly.

Testosterone in men is secreted into the bloodstream in spurts, so
measured levels can change considerably within a few minutes. The hor-
mone has a circadian rhythm in both sexes, highest and most variable in
the morning, lower and more stable during the afternoon. Despite what
can literally be minute-to-minute variation, each man’s testosterone
measurements represent short-term fluctuations around his characteristic
basal level. By adolescence or shortly afterward, this basal level is more or
less consistent from year to year, with reliabilities from r = .50 to .65
reported for testosterone measurements taken (at the same time of day to
control for circadian variation) over periods ranging from days to 6 years
(Booth & Dabbs, 1993). Thus, men with relatively high testosterone at one
time tend to be relatively high at other times too.

Allan Mazur192



Synthetic modifications of testosterone are pharmacologically more
useful than testosterone itself because they are absorbed more easily when
taken as pills or have longer lasting effects when injected. Beside its andro-
genic (masculinizing) effects, testosterone also has anabolic (protein tissue
building) qualities that have therapeutic value. The anabolic steroids used
by athletes to build muscle mass and reduce fat are synthetic derivatives of
testosterone, designed to maximize protein synthesis and minimize mas-
culinizing effects; however, virilization by anabolic steroids is never wholly
eliminated.

Testosterone Works Differently Perinatally, at Puberty, and
in Adulthood

It is now clear that testosterone affects human males importantly but
differently at three stages of life: perinatally (in utero and shortly after
birth), during puberty, and in adulthood. This chapter focuses on the
adult stage, but a brief review of earlier effects is worthwhile.

The mammalian fetus of both XX and XY individuals begins with
undifferentiated sexual parts. A gene on the Y chromosome causes the
asexual gonads to develop as testes; lacking this gene the gonads become
ovaries. The sex chromosomes have little more to do with sex differen-
tiation which hereafter is driven by hormones produced in the now
sex-specific gonads. The testes produce testosterone during gestation, and
production peaks again a month or two after birth, then declines by 6
months of age to the low range seen in later childhood. Testosterone and
other testicular secretions cause the external genitalia to form into penis
and scrotum rather than clitoris and labia, and internal ducts take the
male form. The central nervous system is masculinized. The general
rule, somewhat simplified, is that early exposure to greater amounts of
testosterone will produce more male characteristics and fewer female
characteristics, while less exposure to testosterone will produce the reverse.
Perinatal manipulation of animal subjects, and developmental abnormal-
ities among humans, show convincingly that even genetic females will
show male forms if dosed early enough with testosterone, and genetic
males will show female forms if deprived of the hormone.

Perinatal testosterone exposure affects behavior in a number of animal
species. For example, young male rhesus monkeys normally engage in more
threats and rough-and-tumble play than do females, but when testoster-
one is administered to pregnant monkeys, their pseudo-hermaphroditic
female offspring exhibit male-type play behavior. Furthermore, by limit-
ing testosterone administration to the later part of gestation, female
offspring are produced who exhibit male-type play but retain female
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appearing genitals, showing that behavioral masculinization is independ-
ent of genital masculinization.

Many perinatal hormone effects are regarded as organizing the archi-
tecture of the body and brain, and the distribution of hormone receptors,
into a relatively male-like configuration. When male testosterone increases
later in life, it activates these preexisting structures. Thus, behaviors derive
from the interaction of long-term organizational and shorter-term
activation effects.

The testes greatly increase production of testosterone at puberty, elevat-
ing prepubescent serum levels 10 or more times. This promotes growth
of the penis, larynx (and deeper voice), muscles, beard and body hair,
and sex interest. Boys who are hypogonadal or castrated before puberty do
not experience these changes, but they can be induced by testosterone
replacement therapy.

It is tempting to assume the testosterone surge in adolescent boys to be
the cause of their seemingly heightened aggressiveness or pugnacity at
that age. However, research has not verified a causal link between the
hormonal and behavioral changes. First of all, physical aggression in boys
does not generally rise during adolescence (Tremblay, 2000). It is actually
smaller boys who are more prone to physically assault their peers, although,
lacking muscles or weapons, they do little damage. The well-documented
rise in boys’ antisocial behavior with puberty is due mainly to non-
violent delinquency such as vandalism and status violations (Rutter, et al.,
1998).

Attempts to evaluate the contribution of testosterone to adolescent
social behavior have produced mixed findings. These are difficult studies
to conduct because investigators must untangle the direct effect of testos-
terone from other physical changes in the boy’s body at puberty, which
affect how people respond to him. There are important social changes
during the early teen years, too—entry into high school, taking a job,
prolonged absence from parents, more dependence on peer approval—
which may affect behavior independently of hormonal effects.

Recent work has overcome some of these methodological problems.
The empirical picture now emerging is that the adolescent rise in tes-
tosterone does not lead simply and directly to increased antisocial behav-
ior among teenage boys. But once the social context is taken into account,
we do see an effect of testosterone on dominance in a direction consistent
with the behavior of peers. This was most dramatically shown when Rowe,
et al. (2004) considered whether boys did, or did not, have deviant peers.
Boys with high testosterone committed a large number of “conduct dis-
orders” (usually nonviolent antisocial actions like lying or breaking in) if
they had delinquent peers, but there was no testosterone disorder relation-
ship among boys without delinquent peers. As if in mirror image, boys
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with high testosterone were more likely to be chosen by other children
as team leaders if they did not have delinquent peers, but there was no
testosterone–leader relationship among boys with delinquent peers.

The primary lesson of this research is that one cannot assess the effect
of hormones on behavior without taking into account the social context.
An adolescent’s behavior is importantly affected by relationships with
parents and peers. Rising testosterone might have a different effect on
a boy in a delinquent gang than on a member of the boy scouts (Booth,
et al., 2006).

Among American males, after testosterone peaks in the late teens and
early 20s, it usually declines slowly with age. The hormone decline among
middle-aged men does not reliably occur in non-industrial societies. In
the United States, it seems a consequence of American men getting fatter
as they get older. Among 1,880 Air Force veterans who participated in four
medical examinations from 1982 to 1992, testosterone declined only
among men who gained more than 10 percent in body fat. For men
with slighter increases in fat, testosterone remained essentially level. For
men who lost fat over the decade, testosterone actually increased (Mazur,
1998).

By the end of the teenage years, the physical form of a boy has changed
into that of a man so testosterone no longer influences behavior through
major reorganization of the body. However, the level of testosterone circu-
lating in the bloodstream at any moment may affect dominating behavior
by activating receptors in organs or the nervous system. The remainder of
this chapter focuses on such post-adolescent effects.

Reciprocal Causation

There is considerable evidence from a variety of settings that in men,
circulating testosterone is correlated with dominant behavior and anti-
social norm breaking (but not with violence). Correlation does not imply
causation, and the question remains: Is high testosterone a cause of
dominant and antisocial behavior? This could be answered with a double-
blind experiment, comparing the behavior of men whose testosterone
was raised pharmaceutically with a control group receiving a placebo. If
dominant actions increased under the testosterone treatment, the hor-
mone would be implicated as a cause of the behavior. Such controlled
experimentation has barely begun, so we do not yet know for sure that
testosterone is a cause of dominant behavior.

If there is a link between testosterone and dominance, primate studies
suggest it is reciprocal. Not only does testosterone affect dominance,
but changes in dominance behavior or in social status cause changes in
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testosterone level. We have strong evidence on this “reverse” effect in
humans. By now there have been many reports of testosterone changes
in young men during athletic events, which are convenient research set-
tings because they are stylized dominance contests involving face-to-face
competition with a clear winner and loser.

Male testosterone varies in predicable ways both before and after com-
petitive matches. First, athletes’ testosterone rises shortly before their
matches, as if in anticipation of the competition. This pre-competition
boost may promote dominant behavior, increasing the chance of victory.
Second, for 1 or 2 hours after the match, testosterone of winners is usually
high relative to that of losers.

These testosterone effects were first obtained in physically taxing sports.
Additional studies show the same pattern of male testosterone responses
during nonphysical contests or ritual status manipulations. For example,
testosterone rises shortly before chess matches or laboratory contests of
reaction time, and in subjects confronted with a symbolic challenge from
an insult. Second, testosterone levels of winners are high relative to those
of losers following chess matches and contests of reaction time, especially
if subjects’ mood is appropriately positive or negative. Similar effects
occur among sports fans who are not themselves participants in the
physical competition. Following the 1994 World Cup soccer tourna-
ment in which Brazil beat Italy, testosterone increased significantly in
Brazilian fans who had watched the match on television, and decreased in
Italian fans (Bernhardt, et al., 1998). Thus, the pattern of testosterone
fluctuations appears in nonphysical as well as physical competition, and
in response to symbolic challenges and status changes among men.
(Whether similar changes occur among women is an as yet unresolved
question.)

Dominance Contests

Does testosterone play a role in daily challenges to status, either from
strangers or from people well known to us? Like all primates, humans in
face-to-face groups form themselves into fairly consistent dominance/
status hierarchies so that more highly ranked members have more power,
influence, and valued prerogatives than lower ranked ones. Ranks are allo-
cated either cooperatively, by consensus of those involved, or competitively,
when there is disagreement over who should outrank whom.

To appreciate a person’s decision to compete or cooperate, visualize two
individuals (Ego and Alter) meeting for the first time. If their interaction
is very brief or casual, the notion of ranking may never arise. However, in
more extended or serious meetings, each will size up the other and gain
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some sense of their relative standings. If Ego thinks that Alter’s status does
or should exceed his own, he may defer to Alter without any dispute. In
human terms, Ego may believe that Alter belongs in the higher rank, that
Alter deserves it, that Alter could easily take it if Ego resisted, or that Alter
would be more competent in the duties of high rank. In any case, ranks
are allocated quickly and cooperatively. If Ego and Alter do not agree on
their relative standings, then they may either break off the interaction or
vie for the contested rank.

Ego’s decision to compete or to comply will also depend on his motiv-
ation to dominate, which seems related to his testosterone level (among
other factors). A man who has experienced a recent rise in testosterone,
perhaps from a victory or a symbolic elevation in status, will be unusually
assertive and may challenge someone of relatively high status. If both Ego
and Alter decide to compete, their relative ranks are then determined by
the outcome of one or more short dominance contests between them.

Nonhuman primates are commonly observed to establish and maintain
their status hierarchies through a series of short face-to-face competitions
between members of the group. Some competitions involve fierce combat;
others are mild, as when one animal is obviously the more powerful and
assertive or the other appears fearful. In such cases, a simple stare by the
powerful animal, followed by the fearful animal’s eye aversion or by its
yielding something of value (perhaps food or a sitting place), may suffice.
Sometimes a single contest is all that is needed to allocate ranks or to
verify a preexisting rank relationship, but often the outcome is settled only
after a series of contests.

A psychophysiological mechanism operating across this range of com-
petition is the manipulation of stress levels (Mazur, 2005). An exchange of
threats or attacks is seen as an attempt by each individual to “outstress” or
intimidate the other by inducing fear, anxiety, or other discomfort. Stress is
experienced as both a feeling of discomfort and a syndrome of neurological
responses. The individual who outstresses his adversary is the winner.

The model becomes clearer if we consider a concrete example. Consider
two strangers, Ego and Alter, whose eyes meet, by chance, across a room.
Let us say that one of the strangers, Ego, decides to hold the stare. The
chance eye contact now becomes a dominance encounter. Ego’s stare
makes Alter uncomfortable. Alter may then avert his eyes, thus relieving
his discomfort while, in effect, surrendering; or he may stare back, making
Ego uncomfortable in return. In the latter case, the staredown would
continue, with each individual attempting to outstress the other until
finally one person succumbed to the discomfort (and the challenger) by
averting his eyes. The matter thus settled, the yielder usually avoids further
eye contact, although the winner may occasionally look at the loser as if to
verify his victory.
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In this example, Ego’s stare is assumed to elicit feelings of stress in Alter.
Alter’s eye aversion is assumed to relieve his own felt stress. Staring—the
stress-inducing behavior—is a dominant sign associated with high status.
Eye aversion is a deferential sign associated with low status. In other
words, a dominant act (staring) elicits stress in the recipient; a submissive
act (eye aversion) relieves stress in the actor. It is a central assumption of
this model that most dominant and deferential acts work this way,
inducing or relieving stress, respectively. These acts are the means whereby
the adversaries wage their stress contest, each aiming “darts” at the other.
Finally, when the stress is too great for one, he switches from dominant
to deferential actions, thereby relieving his stress and simultaneously
signaling his acceptance of the lower rank.

Within hours of this outcome, we assume Ego (the loser) experiences a
drop in testosterone, reducing his assertiveness, diminishing his pro-
pensity to display the dominant actions associated with high status, and
increasing his display of such submissive signs as stooped posture, smil-
ing, or eye aversion. Faced with a new dominance encounter, Ego is more
likely than before to retreat or submit. On the other side, Alter, the winner,
experiences the opposite effects: rising testosterone, increased assertive-
ness, and a display of dominant signs such as erect posture, sauntering or
striding gait, and direct eye contact with others. Alter may seek out new
dominance encounters and is bolstered to win them. This feedback bet-
ween high (or low) testosterone and dominant (or submissive) demeanor
helps to explain the momentum often associated with strings of triumphs
or defeats: success begets a high testosterone response which begets more
dominant behavior which begets more success (see Figure 10.1).

Murder

In everyday life, dominance contests are based on the subtle manipula-
tion of psychological and physiological stress, not on causing or even

Figure 10.1 Reciprocity of Testosterone and Dominance Behavior, in Theory.
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threatening physical harm to one’s adversary. Most adult humans experi-
ence little violent confrontation. Occasionally, face-to-face competition
escalates to a violent stage not originally intended or foreseen. Here is an
example from my own city’s newspaper:

Assistant District Attorney Kenneth Rosso said Salgado [age 23] shot Lee [age
21] twice in the right side of the head, then discovered he still had six rounds
of ammunition in the handgun, stood over Lee and fired an additional six
shots into the left side of Lee’s head. Rosso said Lee and Salgado knew each other
and the shooting apparently stemmed from an earlier confrontation in a local
nightclub where Salgado had bumped into Lee and the two exchanged angry
words.

(Syracuse Post-Standard, June 8, 2002)

While a killing is rarely the outcome of a violent dominance contest, I
focus on murder because it represents an unambiguous endpoint, has good
statistics, has been much studied by criminologists, and is so distressing a
phenomenon. In the U.S., killers and their victims are disproportionately
young adult males. There is a large racial disparity in murder rates. For
example, in New York City from 2002 through 2005 there were 1,662
reported murders. Killers were 93 percent male, 76 percent between
ages 18 and 40, and 61 percent black (compared to a black population
of 25%). Victims were 82 percent male, 69 percent between 18 and
40, and 60 percent black (McGinty, 2006). The reasons for these pat-
terns are not fully understood, but I propose that testosterone plays an
indirect role.

Illegal killing occurs for diverse reasons including drug marketing, rob-
bery, jealousy, mental derangement, religious or ideological commitment,
and cash payment. Here I focus on what criminologist Jack Katz (1988)
calls the most numerous type of criminal homicide, the impassioned kill-
ing of someone for what the killer regards as a good moralistic reason,
perhaps the defense of his family, his property, or his good name.

Usually these murders of passion occur without premeditation. The
episodes Katz had in mind develop quickly, occurring without thought
of legal consequences. Often the killers are surprised by the unintended
fatality, regarding the outcome as an accident. Reflecting their lack of
forethought, many killers do not attempt to escape, or do so ineptly. Police
make arrests in roughly 80 percent of homicide cases—usually within 1
day of the crime—compared to arrests in about 25 percent of robberies
and 15 percent of burglaries.

Death is not necessarily the desired end point of an impassioned attack
so much as hurting or physically punishing the victim. Whether an attack
ends as a criminal homicide or an aggravated assault may be incidental,
depending on such chance factors as the time to reach an emergency
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room, the quality of medical service, whether a gun was used, whether the
falling victim’s head hit concrete, and so on. There is little reason to think
such killings differ much from impassioned attacks whose victims survived.
Murders are better documented than nonlethal assaults and therefore
more amendable to analysis.

Victims are usually relatives, friends, or at least acquainted with
their killers. Criminologists have repeatedly replicated Marvin Wolfgang’s
(1958) classic study of homicide, showing that fatal aggression between
men is usually precipitated by a trivial altercation, perhaps an insult,
curse, or jostling. This is followed by an escalation of hostile verbal actions
that may look no different than many nonfatal arguments, as in the
following episode:

Vice President Cheney . . ., serving in his role as president of the Senate,
appeared in the chamber for a photo session. A chance meeting with Sen. Patrick
Leahy, D-Vt., the ranking Democrat on the Judiciary Committee, became an
argument about Cheney’s ties to Halliburton Co., an international energy ser-
vices corporation . . . The exchange ended when Cheney offered some crass
advice.

“F—yourself,” said the vice president.
Leahy’s spokesman, David Carle, Wednesday confirmed the brief but fierce

exchange. “The vice president seemed to be taking personally the criticisms
that Senator Leahy and others have leveled against Halliburton’s sole-source
contracts in Iraq,” Carle said . . .

Cheney said Friday he was in no mood to exchange pleasantries with Leahy
because Leahy had “challenged my integrity” by making charges of cronyism
between Cheney and his former firm . . .

Tuesday’s exchange began when Leahy crossed the aisle at the photo session
and joked to Cheney about being on the Republican side . . . Then Cheney,
according to Carle, “lashed into” Leahy for the Halliburton remarks.

(Dewar & Milbank, 2004)

There was no prospect of murder on the Senate floor, but the intensifica-
tion of hostile remarks is of the kind that often precedes fatal attacks in a
bar or on the street.

Often the killer feels provoked by the victim, being the target of an
insult, the butt of a joke, or an object of humiliation. “From the killer’s
perspective, the victim either teases, dares, defies, or pursues the killer . . .
That the killer feels compelled to respond to a fundamental challenge to
his worth is indicated as well by the frequent presence and the role of an
audience” (Katz, 1988: 20).

Extreme anger (rage) heightens the potential lethality of competition
by shifting the adversaries’ intentions from dominating to damaging the
opposition. The red face of anger, with its raised voice and universally
recognized facial gestures and body postures, likely entails particular
neurophysiological actions. Alcohol may intensify the normal neuro-
physiological effect of rage.
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Dominance Contests among Young Black Men

Nisbett and Cohen (1996) attribute the historically high violence in the
American South, compared to the North, to its “culture of honor”
whereby Southern men, when challenged by insults to themselves or their
families, are required to defend themselves as virtuous warriors or else
lose face. Apparently as a result, Southern men are unusually alert to
possible insults, reacting dominantly—sometimes violently—to speech or
actions that might not be perceived as injurious in other cultures.

Leaving aside the particular historic roots of the South, there may be a
general hypersensitivity to insult in any subculture that is (or once was)
organized around young men who are unconstrained by traditional
community agents of social control, as often occurs in frontier com-
munities, gangs, among vagabonds or bohemians, and after breakdowns
in the social fabric following wars or natural disasters. When young men
place special emphasis on protecting their reputations, and they are not
restrained from doing so, dominance contests become ubiquitous, the
hallmark of male-to-male interaction.

The leading student of street behavior in America’s inner cities, soci-
ologist Elijah Anderson (1994: 88–89), vividly portrays the importance
of dominance contests and their constant presence for poor young
black men:

[M]ost youths have . . . internalized the code of the streets . . ., which chiefly
(has) to do with interpersonal communication . . ., (including) facial expres-
sions, gait, and verbal expressions—all of which are geared mainly to deterring
aggression . . .

Even so, there are no guarantees against challenges, because there are always
people looking for a fight to increase their share of respect—of “juice,” as it is
sometimes called on the street. Moreover, if a person is assaulted, it is important,
not only in the eyes of his opponent but also in the eyes of his “running
buddies,” for him to avenge himself. Otherwise he risks being “tried” (chal-
lenged) or “moved on” by any number of others. To maintain his honor he must
show he is not someone to be “messed with” or “dissed.” . . .

The craving for respect that results gives people thin skins. Shows of deference
by others can be highly soothing, contributing to a sense of security, comfort,
self-confidence, and self-respect . . . Hence one must be ever vigilant against the
transgressions of others or even appearing as if transgressions will be tolerated.
Among young people, whose sense of self-esteem is particularly vulnerable,
there is an especially heightened concern with being disrespected. Many inner-
city young men in particular crave respect to such a degree that they will risk
their lives to attain and maintain it.

We know that testosterone rises in men awaiting a contest, regardless of
the eventual outcome of that contest. Generalizing to the street, hormone
levels should be elevated in young men who are constantly vigilant
against challenges to their reputations. Testosterone is also affected by

Testosterone and Violence among Young Men 201



the outcome of the contest, so persistent losers might be hormonally
depressed, but most men—those with mixed outcomes or better—are
expected to have elevated testosterone.

Data on testosterone from 4,462 U.S. male Army veterans, ranging in
age from 30 to 47, permit further exploration of this hypothesis. Among
veterans older than the median age of 37 years—too old to be involved in
inner city honor cultures—the testosterone of blacks is no higher than
that of whites (Figure 10.2). Furthermore, among younger veterans who
have gone to college—and thus are unlikely to be inner city residents—
there is no significant race difference in testosterone. Only among younger
veterans with little education do we find testosterone in blacks to be
unusually high (Mazur, 2005: 124). These younger black men, poorly
educated, most of them urban residents, are most likely to participate in

Figure 10.2 Mean Testosterone of Army Veterans, by Education, Age, and Race.
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the honor subculture of the street. Their continual defensive posture
against dominance challenges would be expected to produce these high
hormone levels. High testosterone in turn encourages further dominance
contests. Feedback between challenge and testosterone creates a vicious
circle, sometimes with lethal effects.

Conclusions

Without diminishing the importance of alleviating social, economic, and
environmental deprivations that foster violence, it is worth considering in
addition a tactic to reduce testosterone levels among vulnerable young
men. This could be accomplished pharmaceutically with androgen ant-
agonists (Maletzky & Field, 2003), but discriminatory medication based
on ethnicity or poverty would be morally obnoxious even if it were
legal. One shudders to recall that American judges once ordered physical
castration of violent sex offenders.

A benign testosterone-reducing tactic would focus on changing the inner
city “code of the street” with its hyper emphasis on personal reputation
(“juice”) and its hair-trigger response to perceived disrespect (“dissing”).
A diminution of the honor culture should, ipso facto, reduce testosterone
levels of the young men in it, hence reduce the potential for dominance
contests to escalate out of control.

Readers should not forget that the association of high testosterone with
the violence of honor cultures is hypothetical. It is worthwhile considering
the design of a study that would test the hypothesis. A researcher might,
for example, compare testosterone levels in the schools of two neighbor-
hoods, one suffering a high murder rate, the other having little criminality.
With permission from parents and the students themselves, the researcher
would collect saliva from boys at all grade levels, enabling testosterone
measurement. The hypothesis predicts little hormone difference between
the two neighborhoods at the lowest grades. With increasing grade level,
as the two neighborhoods’ differing challenge cultures became manifest,
one should see a divergence in hormone levels, with higher testosterone in
the troubled neighborhood. Absence of this divergence would refute the
hypothesis.
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Part III

Serious Violent Criminals and

Biosocial Approaches to Crime

Prevention

One of the hallmarks of criminological research is that a relatively small
percentage of all offenders account for more than half of all offenses
committed. These offenders have been tagged with different labels, such as
career criminals, life-course persistent offenders, and chronic offenders.
Regardless of the label attached to them, there is widespread recogni-
tion that they represent the “worst of the worst” criminals (DeLisi,
2005). Psychopaths, who make up a disproportionate number of chronic
offenders, represent one of the biggest threats to society (Hare, 1993).
Despite the destruction caused at the hands of psychopaths and career
criminals, much remains unknown about their etiologies. The biosocial
perspective, however, can help to shed some light on the biological,
genetic, and neurological underpinnings to serious violent offending.
Unfortunately, any insinuation that biological or genetic factors contrib-
ute to the development of serious violent offenders and psychopaths is
often met with the kneejerk reaction that biology is destiny. As a corollary
attack, opponents to biosocial criminology also vehemently argue that
since biological factors are immutable, so too are psychopaths and career
criminals. This simply is not the case as the three chapters contained in
Part III make clear.

Although most adolescents dabble in at least minor forms of delin-
quency, most discontinue their involvement in these types of behavior by
early adulthood. A small pool of all adolescent delinquents, however,
engages in acts of serious violence as youths and they persist with their
violent behaviors well into adulthood. These offenders typically accrue a
lengthy criminal record and spend a considerable amount of time behind
bars. They are, in other words, career criminals. Identifying the causes to



career criminality is important from a public safety standpoint and also
from a prevention/treatment perspective. All too often, research seeking to
uncover the correlates to career criminals fails to include a serious exam-
ination of biological factors. This is an unfortunate omission because as
Michael Ghiglieri (1999:8) explains:

Nature equipped each of us with a complex brain ruled by chemical neuro-
transmitters that spur in us instinctive emotional responses to situations, which
in turn influence our behavior. This may not be a comfortable way to look at
ourselves, but biology tells us that this is the only accurate way and, more to the
point, that it is the only way that offers us any real hope of understanding our
behavior, including our use of violence.

In Chapter 11, Matt DeLisi employs a biosocial approach to discuss the
link between genetics and career criminality. This chapter makes the case
that certain personality traits, such as impulsivity, risk taking, and low
self-control are antecedent causes to career criminals. It is these personal-
ity traits, and not the violent behaviors themselves, that are influenced
strongly by genetic factors. According to DeLisi, these personality traits
can be conceptualized as endophenotypes. Endophenotypes are inter-
mediary characteristics that fall somewhere between genotype and pheno-
type. In this case, genes do not directly affect career criminality, but rather
operate indirectly via their effects on the endophenotypes of self-control,
risk taking, and novelty seeking. DeLisi also layers in the different ways
in which the environment may contribute to career criminality, such as
through gene X environment interactions.

Career criminals impose a tremendous toll on society by inflicting
injuries on their victims, by tying up the criminal justice system, and by
costing taxpayers a substantial amount of money. These same problems
are also created by, and may even be greater for, psychopaths. Psychopaths
are people who have a constellation of antisocial traits, such as aggressive-
ness, impulsivity, sensation seeking, self-centeredness, callousness, and low
empathy, among others. Psychopaths commit a disproportionate amount
of all violent crimes and they are also overrepresented in the criminal
justice system. Although estimates vary somewhat, approximately 25 per-
cent of all inmates meet the diagnostic criteria for psychopathy; however,
most psychopaths never enter into the criminal justice system, are not
violent, yet still destroy others’ lives and prey on people. The costs exacted
on society by psychopaths are not known for certain, but are no doubt
staggering. Robert Hare (1993:68), the leading expert on issues related to
psychopathy, captured the destruction of psychopaths when he notes that:

Not all psychopaths end up in jail. Many of the things they do escape detection
or prosecution, or are on the “shady side of the law.” For them, antisocial
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behavior may consist of phony stock promotions, questionable business and
professional practices, spouse or child abuse, and so forth. Many others do
things that, although not illegal, are unethical, immoral, or harmful to others:
philandering, cheating on a spouse, financial or emotional neglect of family
members, irresponsible use of company resources or funds, to name but a few.
The problem with behaviors of this sort is that they are difficult to document
and evaluate without the active cooperation of family, friends, acquaintances,
and business associates.

Richard Wiebe explores the origins of psychopathy in great detail in
Chapter 12 and he ties psychopathy to a host of biological factors, includ-
ing physiology, genetics, and evolution. Wiebe presents evidence showing
that psychopaths have lower fear levels, which probably results from an
imbalance between the behavioral activation system (BAS) and the behav-
ioral inhibition system (BIS). Wiebe discusses various other biological
processes that appear to be deficient or at least subefficient in psycho-
paths, such as decoding emotions, startle potentiation, and arousal levels.
The ways in which genetic factors and evolutionary forces contribute to
psychopathy are also explicated.

The overarching theme of both Wiebe’s and DeLisi’s chapters is that the
causes of violent behaviors are infinitely complex, but are largely governed
by biology. This necessarily leads to questions regarding whether violent
offending can be prevented or, once it surfaces, whether it can be treated.
Although many criminologists who are unfamiliar with biosocial research
equate biology with immutability, such a conclusion is unfounded, incor-
rect, and wrong. Not only can environments blunt the effects of genetic
factors, but contrived treatment regimens have been found to alter brain
activity level in various regions of the brain, including the prefrontal
cortex, among samples of depressed patients (Brody, et al., 2001; Martin,
et al., 2001; Thase, 2001). Biological processes can—and indeed are—
profoundly affected by environmental conditions.

In Chapter 13, Matthew Robinson helps to dispel the myth that bioso-
cial criminology is unable to guide and inform prevention and treatment
efforts by presenting a number of different crime prevention options that
flow directly from biosocial research. Robinson’s chapter is grounded in
the integrated systems theory (IST), which is an interdisciplinary biosocial
explanation of crime. By using this theory, Robinson shows that reducing
exposure to environmental toxins and increasing nutritional quality (e.g.,
diets rich in omega-3 fatty acids) promote healthy brain development
and prevent neuropsychological deficits from surfacing. This chapter also
points out that parenting behaviors matter, but in ways that are often not
recognized, such as through structuring exposure to different types of
food. (Some parents may force their children to eat healthy, nutritional
diets, while other parents may not.) Robinson also underscores the fact
that genes do not have effects independent of their environments and
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genetic effects often only surface when paired with a particular environ-
ment. Changing the environment, therefore, will ultimately change genetic
expression. In this way, intervention/prevention efforts that target crimi-
nogenic environments are also able to alter genetic effects.
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11

Neuroscience and the Holy Grail: Genetics and
Career Criminality
Matt DeLisi

Although career criminality has been referred to as the holy grail of crim-
inological research, virtually all the literature centers on its sociological
and psychological characteristics. The paucity of biological research is
unfortunate given the empirical strength of the effects of genetic and
biological factors on antisocial and aggressive behavior. For instance,
Walters (1992:604) conducted a meta-analysis of 38 family, twin, and
adoption studies on crime and found a consistent and statistically sig-
nificant association between various indices of heredity and crime. He
concluded: “With a mean unweighted effect size of .25, median effect size
of .17, and mean weighted effect size of .09, there would appear to be
guarded optimism for a genetic interpretation of certain facets of criminal
behavior.” Since that analysis, “guarded optimism” about the genetic
bases of serious antisocial behavior has become significantly more sub-
stantial. Moffitt’s (2003:54–55) review of the literature indicated that
approximately 60 percent of variation in aggression and approximately
40 percent of variation in delinquency is heritable.

If the genetic sources of criminal behavior have been understudied
relative to other disciplines, the genetic underpinnings of career criminal-
ity have been virtually ignored by criminologists until very recently. The
current chapter reviews the molecular genetic research on career criminal-
ity including the identification of several candidate genes, examines
impulsivity as an important endophenotype (endo = “within”, phenotype =
observable characteristics of an individual, determined by genes and
environment) that is linked to pathological criminal behavior, and explores
environmental conditions that interact with genes to produce antisocial
behavioral outcomes.



Career Criminals

Criminologists have commonly utilized family studies to examine the
heritability of antisocial behavior. In family studies, index subjects, known
as proband, who present the trait or behavior under investigation (e.g.,
criminality, psychopathy, etc.) are compared to a control group of people
who do not present the trait or behavior. From these study groups, the
prevalence of the trait is examined among first-degree relatives (children,
siblings, or parents) of the proband and control subjects. Genetic effects
are inferred or estimated when the trait or behavior is more prevalent
among relatives of the proband than control group. Sheldon Glueck and
Eleanor Glueck (1930, 1934) used family study designs to examine the
heritability of crime among their classic samples of delinquent youth. In
their sample of male delinquents, they found that the prevalence of family
member arrest was nearly 200 percent greater among proband than con-
trols. For females, the prevalence of family member arrest was about 160
percent higher among proband than controls (Glueck & Glueck, 1934).
In short, the Gluecks provided speculative but empirically compelling
evidence that crime “runs in the family.”

Robert Cloninger, Samuel Guze, and their colleagues produced even
stronger evidence for the heritability of crime in their studies of the trans-
mission of sociopathy among families sampled from St. Louis, Missouri.
For example, Guze, et al. (1967) studied 519 first-degree relatives of socio-
pathic males and found that the prevalence of sociopathy among proband
subjects was more than 330 percent higher than among controls. Similarly,
Cloninger and Guze (1973) produced stronger effects among female index
subjects using arrests and sociopathy diagnosis as outcomes. Arrest preva-
lence was nearly 700 percent greater among proband than control subjects
and sociopathy diagnosis prevalence was more than 700 percent greater
among proband than controls. Subsequent studies by this research team
affirmed the strong familial transmission of serious antisocial behavior
(Cloninger, et al., 1975a, 1975b).

For decades, criminologists were confident that antisocial and criminal
behavior, especially pernicious forms such as sociopathy had a familial
transmission. There was also a general sense that not only was there some
amorphous criminal propensity within individuals but also that it might
have a genetic origin. What was missing, however, was authoritative
evidence of what this pathological group might look like. That evidence
arrived in 1972 with the publication of Delinquency in a Birth Cohort,
a seminal study by Wolfgang, et al., that followed 9,945 males born in
Philadelphia in 1945 and who lived in the city at least from ages 10 to
18. Wolfgang and his colleagues found that nearly two-thirds of the popu-
lation never experienced a police contact and that 35 percent of the
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population had. Based on this, one can be comforted to know that most
people in a population are law abiding to the extent that the police never
contact them for deviant behavior. For the minority of persons whom
were actually contacted by police, the police contacts were rare occur-
rences occurring just once, twice, or three times. By the same token, some
youth experienced more frequent interaction with police. According to
Wolfgang et al. (1972), people with five or more police contacts were
chronic or habitual offenders. Of the nearly 10,000 boys, only 627 mem-
bers, just 6 percent of the population (18% of those arrested), qualified as
habitual offenders yet the chronic 6 percent accounted for 52 percent
of the delinquency in the entire cohort, 63 percent of all index offenses,
71 percent of the murders, 73 percent of the rapes, 82 percent of the
robberies, and 69 percent of the aggravated assaults. Herein was the quan-
tifiable evidence that a small minority of high-rate offenders known as
career criminals were guilty of perpetrating the majority of all criminal
acts in a population.

A second and improved study examined a cohort of 13,160 males and
14,000 females born in Philadelphia in 1958 (Tracy, et al., 1990). Overall,
the 1958 cohort committed crime at higher rates than the 1945 cohort and
demonstrated greater involvement in the most serious forms of crime, but
roughly the same proportion of persons, 33 percent, experienced arrest
prior to adulthood. Approximately 7 percent of the population members
were habitual offenders, and they accounted for 61 percent of all delin-
quency, 60 percent of the murders, 75 percent of the rapes, 73 percent of
the robberies, and 65 percent of the aggravated assaults.

There are several examples of skewness in the offending distribution
indicating that a small percentage of offenders account for the majority of
offenses. In a longitudinal sample from Sweden, 5 percent of the subjects
recorded 41 percent of all convictions and 62 percent of all arrests (Stattin
& Magnusson, 1991). Lyle Shannon (1991) studied the offending patterns
of three birth cohorts born in Racine, Wisconsin, in 1942, 1949, or 1955.
For the 1942 cohort, 1 percent of the males accounted for 29 percent of
the felony offenses; 3 percent of the males in the 1949 cohort were respon-
sible for 50 percent of the felonies; and 6 percent of the males born in
1955 accounted for 70 percent of the felony offenses. Interestingly, this
trend persists even when examining offending careers occurring in prison.
A study of the infraction records of 1,005 inmates found that a small cadre
of inmates accounted for 100 percent of the murders, 75 percent of the
rapes, 80 percent of the arsons, and 50 percent of the aggravated assaults
occurring in the correctional facilities of a southwestern state in the
United States (DeLisi, 2003). In sum, across research designs, analytical
methods, and data sources selected from North America, South America,
Europe, Asia, and Australia, criminologists have repeatedly affirmed the
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empirical regularity that a small subgroup of offenders, or career crim-
inals, accounts for the bulk of delinquency occurring in a society (see
DeLisi, 2005).

Virtually everything that is known about career criminality strongly
implicates at least a partially genetic etiological basis. Career criminals are
a small group of offenders, usually less than 10 percent of a population or
sample, that accounts for the bulk of crime and the majority of serious
violent offenses in that population. Their criminal careers usually have the
earliest beginning (onset), continue for longer periods of time (span), are
characterized by high offending frequency (lambda), include a range of
antisocial behaviors (versatility) especially for the most serious crimes
(seriousness), and take a longer period of time (persistence) before they
decline (desistance). The end (termination) of their criminal career is usu-
ally caused by criminal justice system intervention, such as life imprison-
ment or capital punishment, or the offender’s death, which is commonly
the result of a lifestyle engaged in risky, illicit activities.

Retrospectively, it is often the case that adult career criminals were
chronic delinquents during adolescence and behaviorally problematic
youngsters during childhood often to the degree of having diagnosed
psychiatric disorders, such as conduct disorder, attention deficit hyper-
activity disorder, and oppositional defiant disorder. Conduct disorder
(CD) is a clinical disorder characterized by repetitive and persistent
patterns of behavior in which the basic rights of others or major age-
appropriate societal norms or rules are violated. It is graded on a con-
tinuum from mild to moderate to severe, the last diagnosis including
behaviors such as forced sex, physical cruelty, use of a weapon, stealing
while confronting a victim, and breaking and entering. Attention deficit
hyperactivity disorder (ADHD) is a clinical disorder characterized by
inattentiveness and poor behavioral control related to hyperactivity and
impulsivity (see Walsh, Chapter 9). Oppositional defiant disorder (ODD)
is a clinical disorder characterized by a recurrent pattern of negativistic,
defiant, disobedient, and hostile behavior toward authority figures. A
child with ODD often loses his temper, often argues with adults, often
actively defies or is noncompliant, often deliberately annoys others, often
blames others for mistakes, is often touchy or easily annoyed by others, is
often angry and resentful, and is often spiteful or vindictive (American
Psychiatric Association, 2000).

Behaviorally, there are prodromes (precursors or early symptoms) in
early life that appear to portend a life of crime. For instance, callous–
unemotional traits including guiltlessness, lack of consideration of other
people’s feelings, meanness, disinterest in school and behavioral perform-
ance, social isolation, and rare display of feelings or emotion are prodromes
of psychopathy and these correlate with the characteristics of career
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criminals (see Rutter, 2005). Importantly, the early warning signs of
severe antisocial behavior are strongly heritable. For instance, a recent
study of callous–unemotional traits and antisocial behavior among 3,687
twin pairs indicated that 67 percent of variation in extreme callous–
unemotional traits among 7-year-old children was attributable to genetics.
When examining extreme antisocial behavior in 7 year olds with psycho-
pathic tendencies, genes accounted for 81 percent of the variation (Viding,
et al., 2005). A subsequent study found that 71 percent of conduct
problems in boys and 77 percent in girls were attributable to genetic
influences (Viding, et al., 2007). In the conclusion of their behavioral
genetic research, Viding and her colleagues called on further examination
using molecular genetics, in which individual measured genes are used to
estimate genetic effects, to specify the genotypic basis of serious criminal
behavior. That area of research is explored next.

Molecular Genetics, Career Criminality, and Related Phenotypes

In recent years, behavioral scientists have explored career criminality
phenotypes using the National Longitudinal Study of Adolescent Health
(Add Health) a dataset in which a subsample were genotyped for five
monoamine genes: 5HTT, DAT1, DRD2, DRD4, and MAOA. Thus far,
these polymorphisms have been linked to an array of outcomes. A recent
study investigated the linkages between self-reported serious and violent
delinquency, the TaqI polymorphism in the DRD2 gene and the 40-bp
VNTR polymorphism in the DAT1 gene using the Add Health data
(Guo, et al., 2007a). Both polymorphisms were associated with greater
involvement in serious and violent crime among adolescents and adults.
In a related study, Guang Guo and his colleagues (2007b) found that all
five genes predicted frequency of alcohol use in adulthood accounting for
between 7–20 percent of the variation in alcohol consumption. Although
alcohol use is itself not indicative of career criminality, problem alcohol
use is one of several antisocial behaviors that are comorbid with high-rate
criminal activity. Moreover, specific genes, such as DRD2 have been linked
to alcoholism (e.g., Cloninger, 1991; Pato, et al., 1993).

Genetic factors have also been linked to specific dimensions of the
criminal career. Matt DeLisi and his colleagues (2007) examined the
effects of DAT1 and 5HTT on chronicity and dangerousness while con-
trolling for age, sex, cognitive ability, and self-control. They found that
genetic effects were conditioned by the delinquent peer network within
which adolescents were situated, suggesting a significant gene X environ-
ment interaction. The genetic effects were predictive of repeated and
dangerous criminal behavior among youths with few delinquent peers.
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In a related study, DRD2 and DRD4 were significantly related to police
contacts and arrests but only among youths in low-risk family environ-
ments (DeLisi, et al., 2008). A gene X environment interaction has also been
detected for youths with the DRD2 risk allele and few delinquent peers
in predicting criminal victimization which is a phenotype behaviorally
related to career criminality (Beaver, et al., 2007b).

The effects of measured genes on career criminality phenotypes some-
times work in interesting ways. To illustrate, Kevin Beaver and his col-
leagues (2007a) explored the linkages between DRD2, DRD4, adolescent
conduct disorder, and adult antisocial behavior across three waves of data.
With the exception of DRD2 and conduct disorder at wave 1, no direct
effects were detected between the polymorphisms and outcomes. However,
the interaction of DRD2 and DRD4, that is subjects with risk alleles for
both polymorphisms, was predictive of conduct disorder at all three
waves, lifetime conduct problems, and a composite index of antisocial
behavior. Their study is noteworthy because it is the first evidence of a
gene X gene interaction in the etiology of career criminality occurring
during adolescence and adulthood.

Molecular genetic research is also being conducted using diverse sam-
ples with multiple genetic polymorphisms and multitudinous behavioral
phenotypes. Many of these phenotypes are strongly correlated with life-
long criminal behavior. Jonathan Mill and his colleagues (2006) explored
the links between the 7-repeat allele of DRD4 and 10-repeat allele of
DAT1 on ADHD and intellectual functioning. Their longitudinal epide-
miologic investigation examined two birth cohorts: the E-Risk Study of
2,232 children in England and the Dunedin New Zealand birth cohort
including 1,037 children. The findings were alarming. Both DRD4 and
DAT1 predicted intellectual functioning and ADHD. Respondents in the
Dunedin study were followed up to age 26 and evaluated for 10 adult
outcomes, including violent conviction, nonviolent conviction, substance
abuse diagnosis, psychiatric diagnoses, aggression against partner, aggres-
sion against minors, no high school qualification, out-of-wedlock parent-
hood, government welfare benefits, and long-term unemployment of
more than 6 months. Children who had been diagnosed with ADHD were
significantly likely to experience multiple negative adult outcomes and the
effects were largely accounted for by DRD4 and DAT1.

Danielle Dick and her colleagues (2006a) reported that the high-risk
genotype of GABRA2 was related to positively related alcohol dependence,
negatively related to likelihood of marrying, and positively related to
divorce. Failure at interpersonal relationships and strife in both family of
orientation and family of procreation is characteristic of career offenders
(DeLisi, 2005; Gottfredson & Hirschi, 1990). Using the same sample,
Dick, et al. (2006b) also reported a link between GABRA2 and childhood
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conduct disorder and a link between GABRA2 and adult onset drug
and alcohol dependence. In this way, GABRA2 has pleiotropic effects on
antisocial phenotypes at multiple stages of the life-course.

As indicated earlier, diagnoses for CD, ODD, or ADHD are important
because although they are not unequivocal precursors to career criminal-
ity, they are meaningful phenotypes that often show a sustained and stable
manifestation of chronic antisocial conduct. As such, by understanding
the genetic bases of CD, ODD, and ADHD, we can locate candidate
genes for career criminality. David Comings and his colleagues (2000a)
explored the predictive value of 20 genes on CD, ODD, and ADHD. The
analyses included six dopaminergic genes (DRD1, DRD2, DRD3, DRD4,
DRD5, and DAT1), seven serotonergic genes (5HTT, HTR1A, HTR1B,
HTR1DA, HTR2A, TDO2, and TRH), and seven noradrenergic genes
(DBH, ADRA2A, ADRAB, ADRA2C, PNMT, NET, and COMT). The
three strongest dopamine genes contributed to 2.3 percent of the variance,
the three strongest serotonin genes contributed to 3 percent of the vari-
ance, and the six strongest adrenergic genes accounted for 6.9 percent
of the variance in ADHD. Similar predictive effects were found for CD
and ODD. A follow-up study included 42 genes including six new
neurotransmitter genes: CHNRA4, ADOA2A, NOS3, NMDAR1, GRIN2B,
and GABRB3. Comings and his colleagues (2000b) again found that
noradrenergic genes were the strongest predictors of ADHD and ODD. By
way of contrast, the genes that were most helpful in predicting CD were
hormone and neuropeptide genes, such as CCK, CYP19, ESRI, and INS.
Overall, the use of multivariate analysis of associations (MAA) with bat-
teries of genes is very useful in determining the genetic underpinnings of
serious antisocial conduct. The MAA technique focuses on the additive
effect of multiple genes as well as the cumulative effect of functionally
related groups of genes. Multiple genes and groupings of genes are
associated with behavioral disorders indicating their polygenic etiology.

Endophenotypes and Career Criminality

There is no career criminality gene, just as there are not genes for specific
forms of criminal behavior, such as murder, rape, or robbery. As described
by Andreas Meyer-Lindenberg and Daniel Weinberger (2006:818):
“[A]lmost by definition, the more behavioral the phenotype, the less dir-
ectly it will be predicted by a genotype.” Consequently, geneticists have
identified intermediate phenotypes, which are located between geno-
types and complex behavioral phenotypes. These intermediate pheno-
types are called endophenotypes, defined as heritable neurophysiological,
biochemical, endocrinological, neuroanatomical, or neuropsychological
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constituents of behavioral disorders that are assumed to have simpler
genetic underpinnings than the disorders themselves (Caspi & Moffitt,
2006:583). Put more simply, endophenotypes relate to psychosocial
characteristics that lend themselves to criminal activity.

Endophenotypes refer to the molecular middle ground that exists
between genes and the ultimate behavior. Genes encode proteins to per-
form specific tasks or functions. When genes are suboptimal, the neuronal
activity in the brain does not operate correctly—there is some degree of
neural dysfunction. In turn, this produces cognitive or behavioral dys-
function, which, in turn, manifests as symptoms of a behavioral disorder.
Endophenotypes are important because they illustrate the complexity and
sophistication that typifies genetic effects on human behavior. Genes do
not run roughshod over the brain in influencing behavior, especially when
the behavior is a multifactorial phenomenon, such as crime. Instead, gen-
etic risks factors set into motion an array of neural developments that
ultimately result in behavior (see Figure 11.1).

A popular criminological theory that is useful to illustrate the import-
ance of endophenotypes is self-control theory developed by Gottfredson
and Hirschi (1990:85). People with low self-control demonstrate a constel-
lation of attitudinal and behavioral characteristics. They tend to (1) have a
here-and-now orientation whereby they seek immediate as opposed to
delayed gratification; (2) prefer easy and simple tasks and dislike activities
that require diligence, tenacity, and persistence; (3) engage in behaviors
that are risky and exciting rather than cautious and cognitive; (4) fail to
see the longer-term benefits of investing in social institutions; (5) are
attracted to endeavors that entail little skill or planning; and (6) are
unkind, insensitive, hot tempered, self-centered, and unsympathetic to
others.

This profile is not unique to self-control theory, however. For instance,
in their research on personality correlates of crime, Donald Lynam and
Joshua Miller (2004:320) observed that: “[I]mpulsivity-related traits are
consistently related to antisocial outcome variables. Impulsivity appears,

Figure 11.1 The Self-control Theory Endophenotype.
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in one form or another, in every major system of personality, often sub-
sumed by broader personality dimensions (e.g., conscientiousness, con-
straint, impulsive-sensation seeking, novelty seeking). Impulsivity also
plays a prominent role in the understanding and diagnosis of various
forms of psychopathology.” The reason that self-control is important to
career criminality is that the set of characteristics described by self-control
researchers typifies the personality and behavioral repertoire of the most
serious offenders (DeLisi, 2005; Wilson & Herrnstein, 1985).

Mary Kreek and her colleagues (2005:1452–1453) have shown the
connections between genes, endophenotypes, such as those implicated in
self-control theory, and addiction which is a behavioral outcome pheno-
typically congruent with chronic delinquency. For instance, impulsivity is
a personality trait characterized by behavioral disinhibition, such as acting
suddenly in an unplanned manner to satisfy a desire. Impulsivity entails
not thinking through the long-term impact of carrying out actions, such
as the use of aggression and violence. Impulsivity is an endophenotype
clearly linked with the serotonergic system. Serotonin is an inhibitory
neurotransmitter that modulates behaviors and acts as the body’s natural
brake system. When serotonin is released in the brain, neuronal activity is
reduced and innate drives, such as aggressive tendencies and primitive
impulses are controlled. Research indicates that serotonin levels are
lower in persons that commit serious, violent crime (Moore, et al., 2002).
Moreover, several serotonergic genes, including TPH1, 5HTT, and MAOA
are associated with impulsivity in addition to other candidate genes linked
to antisocial behavior, such as DRD4, DAT1, COMT, GABRA1, GABRA6,
and GABRB1.

The relevance of impulsivity as an endophenotype that facilitates
recurrent antisocial behavior, the serotonergic system as the system that
modulates behavior, and the specific import of 5HTT to career criminality
are crucial. First, risk alleles for 5HTT as a predictor of ADHD, a pro-
drome of career criminality, are among the most replicated findings in a
recent 15-year review of ADHD research (Bobb, et al., 2006). Second,
5HTT is also associated with criminal and violent behavior in adulthood
as well as personality disorders that co-occur with crime. In this sense,
5HTT is one of likely many genes that contribute to antisocial behavior
across the life-course. For instance, Wolfgang Retz and his colleagues
explored the effects of 5HTT among 153 male forensic psychiatric patients,
72 of whom were violent offenders. Nearly one in four violent patients
had two risk alleles for 5HTT a prevalence estimate that was nearly three
times greater than the prevalence among nonviolent psychiatric patients.
Nearly 81 percent of violent patients had at least one risk allele and there
was a significant overrepresentation of the risk 5HTT genotype among
subgroups with personality disorders. Third, recent research reported that
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5HTT plays a part in the functioning of the amygdala, bilateral parts of
the limbic system of the brain that play a primary role in the processing
and memory of emotions in particular the modulation of fear (also, see,
Meyer-Lindenberg, et al., 2006). The emotional impairments produced by
amygdala dysfunction are at the heart of recent causal explanations for
psychopathy (Blair, et al., 2005).

Environmental Conditions, Genes, and Career
Criminality Phenotypes

A recurrent finding in the criminal career literature is that habitual
offenders are disproportionately likely to be reared in adverse, highly
stressful, often abusive home environments with problematic parenting
styles. There are many illustrative examples. Shayne Jones and his col-
leagues studied a sample of incarcerated adolescent offenders and found
that most delinquents had parents who weakly supported them. In turn,
poor parenting contributed to several negative outcomes among their
children including antisocial behavior, low impulse control, and low
consideration of others. Carolyn Smith and Susan Stern (1997:383) con-
cluded: “We know that children who grow up in homes characterized by
lack of warmth and support, whose parents lack behavior management
skills, and whose lives are characterized by conflict or maltreatment will
more likely to delinquent, whereas a supportive family can protect chil-
dren even in a very hostile and damaging external environment.” Janna
Haapasalo and Elina Pokela (1999) examined several major longitudinal
studies of delinquency, such as the Cambridge Study in Delinquent
Development, Christchurch Health and Development Study, Dunedin
Multidisciplinary Health and Development Study, and the Oregon Youth
Study. They found that career criminals experienced harsh, punitive,
overly lax, and neglectful types of parenting style, were significantly more
likely to be rejected by their parents, and to have suffered more severe
forms of child abuse. Indeed, in theorizing the development of life-course
persistent offenders, Moffitt (1993:681) claimed:“[V]ulnerable infants are
disproportionately found in environments that will not be ameliorative
because many of the sources of neural maldevelopment co-occur with
family disadvantage or deviance.”

From a genetic perspective, privations occurring in the first years of life
are especially pernicious because they affect the brain when it is its most
pliable. As Walsh and Beaver (Chapter 1, this volume) state: “Because
neural pathways laid down early in life are more resistant to elimination
than pathways laid down later in life, brains organized by stressful and
traumatic events tend to relay subsequent events along the same neural
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pathways. A brain organized by negative events is ripe for antisocial behavior
because established neural pathways are activated with less provocation
than is required to engage less established pathways.” In recent years,
behavioral scientists have examined the ways that early life environmental
conditions interact with genetic factors to produce antisocial outcomes.
Avshalom Caspi and his colleagues (2002) were the first researchers to
examine the interactive effects between a measured environment and a
measured gene. Specifically, Caspi and his colleagues hypothesized that a
history of childhood maltreatment would interact with MAOA to predict
involvement in criminal and violent behaviors. The MAOA gene comes
in either a high-activity version or a low-activity version with the latter
version conferring an increased susceptibility to antisocial behaviors, but
only among those respondents who had been maltreated as children.
The high-activity version of MAOA, by the same token, was hypothesized
to buffer the criminogenic effects of childhood maltreatment. In short,
they expected the MAOA gene to interact with childhood maltreatment
in the prediction of antisocial behavior using white males selected from
the Dunedin (New Zealand) Multidisciplinary Health and Development
Study.

Their analysis revealed three broad findings. First, respondents who
were maltreated as a child were significantly more likely to be diagnosed
with conduct disorder, to be convicted of a violent offense, to score high
on an antisocial personality symptoms scale, to score high on a dis-
position to violence scale, and to score high on a composite measure of
antisocial behavior. All of these are analogs of career criminality. Second,
the main effect of the MAOA gene was not a statistically significant pre-
dictor of any of the five antisocial outcome measures. Third, and perhaps
most importantly, was that childhood maltreatment interacted with
MAOA to predict a statistically significant amount of variation in four of
the five dependent variables. In substantive terms, this interaction meant
that the low-activity MAOA genotype had an effect only on antisocial
behavior among those respondents who had been maltreated as a child.
Although only 12 percent of the sample had been maltreated as a child
and had the low-functioning version of the MAOA allele, they accounted
for 44 percent of all violent convictions. A recent meta-analysis confirmed
the relationship between MAOA, maltreatment, and antisociality (Kim-
Cohen, et al., 2006). Moreover, the gene X environment interaction has
been supported with recent behavioral genetic research. Sara Jaffee and
her colleagues found that the effect of maltreatment on conduct problems
was strongest among those at high genetic risk. For children with low
genetic risk, maltreatment increased the probability of conduct disorder
diagnosis by 2 percent. For children with high genetic risk, maltreatment
increased the likelihood of conduct disorder by 24 percent. In other
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words, there was a 1.2 order of magnitude difference in risk attributable to
the interaction between maltreatment and genetic risk.

Caspi and his colleagues (2003) conducted a similar line of research
that explored a gene X environment interaction for depression in which
the gene was 5HTT and the environmental condition that moderated the
genetic effect was stress. They produced two major findings. First, child-
hood stress predicted adult depression only among individuals with the
short allele of 5HTT. Second, the gene X environment interaction signifi-
cantly predicted four phenotypes, including self-reports of depressive
symptoms in adulthood, the probability of a major depressive episode,
the probability of suicide ideation or attempted suicide, and informant
reports of the individual’s depression. These recent molecular genetic
studies are critically important because they are beginning to identify
the environmental conditions that suppress or amplify genetic risk factors
to produce antisocial behavior. As shown in Figure 11.2, genetic risks
are modulated by environmental conditions that result in psychosocial

Figure 11.2 Conceptual Model for the Career Criminality Phenotype.
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endophenotypes and more complex behaviors. In turn, behaviors recur-
sively affect genetic express and the cycle continues. In this way, the
mechanisms of the nature–nurture symbiosis are becoming clearer.

Conclusion

Imagine that the bulk of the incidence of crime was attributable to fewer
than 10 percent of offenders. Imagine that this same circumscribed group
accounted for an even greater proportion of predatory crimes. Imagine
that these empirical regularities were observed across data sources, across
cultures, across racial, ethnic, and nationality groups, and across time.
Imagine no more: all of these are true. Now imagine that a human genome
project would identify all 20,000–25,000 genes in human DNA and
determine the sequence of the 3 billion chemical base pairs that comprise
human DNA. Again, imagine no more: the mapping of the human gen-
ome has been accomplished. Because of this marvelous scientific accom-
plishment, behavioral scientists can now access the role of nature and
nurture in determining complex behavioral outcomes via the use of
measured genes and measured environmental factors. The misleading
black box of “nature or nurture” has been replaced by a transparent
understanding of nature and nurture. Consequently, there has never been
a more exciting time to be a criminologist.

From an array of disciplines and using an array of phenotypes, crimi-
nologists are connecting the conceptual and empirical dots between
antisociality occurring from infancy to late adulthood. The scientific
understanding of career criminality from a neuroscience perspective is
being refined rapidly. Consider research on ADHD. To date, four candi-
date genes for susceptibility to the disorder have been identified: ADHD1
located on chromosome 16p13 (Smalley, et al., 2002), ADHD2 located on
chromosome 17p11 (Ogdie, et al., 2003), ADHD3 located on chromo-
some 6q12 (Ogdie, et al., 2004), and ADHD4 located on chromosome
5p13 (Ogdie, et al., 2004). How terrific is the progress toward the genetic
understanding of complex behavioral disorders such as ADHD than the
identification of genes with names like ADHD1, ADHD2, ADHD3, and
ADHD4? As the dozens of candidates genes reviewed in this chapter can
attest, a firmer understanding of the genetic bases of CD, ODD, and career
criminality is likely forthcoming. With insights from molecular genetics,
the endophenotypes that connect genotype to phenotype will be more
fully understood as will the environmental pathogens that smolder genetic
risk factors into recurrent, pathological antisocial behavior.
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12

Psychopathy
Richard P. Wiebe

We’ve all hurt somebody. In fact, many of us have caused a great deal of
pain to a lot of people–friends, family, strangers–who didn’t deserve it.
But most of us feel bad about the pain we’ve caused, at least once we’ve
acknowledged what we’ve done. What if we didn’t feel bad about harming
others? What if the only people we cared about, whom we felt anything
for, were ourselves? What if we never felt guilt, or remorse, love, or even
true hatred? What if we could watch another human writhe in pain with
mild interest, as we would watch puppies at play, with no desire to help?
What if we didn’t learn from our mistakes, but kept repeating behaviors
that prompted others to retaliate? What if we lacked the social emotions,
such as sympathy, guilt, and love that bind us to other people and cause us
to account for their interests as well as our own? Then we’d be psycho-
pathic (Mealey, 1995).

Psychopathy does not seem to be exclusively a modern phenomenon.
Descriptions of individuals who can now be recognized as psychopathic
appear in sources from as far back as biblical times (Hare, 1996), and the
psychopath’s unremitting selfishness and concomitant lack of social emo-
tions have puzzled post-enlightenment thinkers at least as long ago as the
18th century. The French physician Pinel noticed a phenomenon he termed
“manie sans délirée”—basically, impulsive behavior apparently unrelated
to delusions or hallucinations—while the American physician Benjamin
Rush called psychopathy “moral insanity” (Pridmore, et al., 2005). The
term “psychopathy” was first applied to this phenomenon by the American
psychiatrist Hervey Cleckley (1941), who noted the existence of individuals
whose antisocial behavior seemed “inadequately motivated”—persons
whose crimes and other antisocial acts appeared arbitrary or random,
arising neither out of any particular need nor from the depths of a violent
childhood. According to Cleckley, the psychopath was as likely to harm self
as others, failing to learn from the aggrieved and sometimes violent reac-
tions they evoked from others as they stubbornly pursued their own narrow



interests. This picture of the psychopath—focused on rewards and inured
to punishment—has been supported by later research (Lynam, 1996).

Although Cleckley, who worked in a mental hospital rather than a
prison, did not emphasize the criminal aspects of psychopathy, a group of
modern, mainly Canadian, researchers have recast the psychopath as a
supercriminal. According to the author of the most widely used diagnostic
tool for psychopathy, psychopaths are:

[I]ntraspecies predators who use charm, manipulation, intimidation, and vio-
lence to control others and satisfy their own selfish needs. Lacking in conscience
and in feelings for others, they cold-bloodedly take what they want and do as
they please, violating social norms and expectations without the slightest sense
of guilt.

(Hare, 1996:26)

This formulation implies that violence and intimidation are central to
psychopathy, as vital components of intraspecies predation.

Along with marrying psychopathy to crime, Hare conceptualized psych-
opathy as a mental disorder, implying that something within the psycho-
path isn’t working correctly and is creating harm. That psychopaths cause
harm is undeniable. Although comprising only about 1 to 4 percent of
the general population, they make up about 20 percent of the prison
population and at least 33 percent of chronic offenders (Mealey, 1995).
And research has uncovered significant physiological differences
between psychopaths and nonpsychopaths. But biological differences are
not necessarily defects.

It might be useful to consider the alternative: What could psychopathy,
and the biological features that underlie it, be good for? Clearly not
society, but what of psychopaths themselves? One possibility is that
psychopathy may be an adaptation that equips the psychopath with
physiological and cognitive tools that facilitate coercive sexual relations
(Wiebe, 2004b) or the acquisition of economic resources (Mealey, 1995).

In this chapter, I first describe psychopathy and distinguish it from
sociopathy, antisocial personality disorder, and low self-control. I then
review its biology, examine its heritability, and makes the case for its status
as an adaptation, not a disorder. Finally, I discuss possible “cures.” As none
has been shown to be consistently effective, this section is fairly short.

The Psychology of Psychopathy: How Can We Recognize
a Psychopath?

As recently noted by Walsh and Wu (2008), many people use the terms
“sociopathy” and “psychopathy” interchangeably, although they represent
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very different concepts. The term “psychopathy” implies an etiology
rooted in individual psychology, perhaps with a genetic foundation, while
sociopathy is thought to have social causes. A third term, “antisocial per-
sonality disorder,” or APD, has been proffered by the American Psychiatric
Association (APA) as a diagnosis of the persistently antisocial person
whose antisociality was evident in childhood (APA, 1994). The diagnostic
criteria for APD are purely descriptive—no attempt is made to identify
the causes of the antisocial behavior, which makes the diagnosis difficult
to use as the basis for treatment. Substantially more people can be diag-
nosed with APD than either psychopathy or sociopathy, including most
prison inmates (Walsh & Wu, 2008).

As Walsh and Wu note, only criminals are eligible for a diagnosis of
sociopathy or antisocial personality disorder. Sociopaths are persistent
criminals and delinquents whose offending stems mainly a harsh and
abusive social environment. Although they may harbor genetic risk factors
as well, these are not thought to be as extreme as those of psychopaths
(Mealey, 1995). In contrast, psychopaths need not behave in an overtly
antisocial manner. Many researchers (e.g., Lykken, 1995; Widom, 1977)
have noted the presence of psychopaths in the community, performing
their jobs without necessarily committing crimes. Even Robert Hare, in a
book intended for the general public (1993), records anecdotes about
psychopaths who are trying to “pass”—to live prosocial lives without input
from prosocial emotions. Yet the view of the psychopath as a persistent
and dangerous offender dominates the popular understanding.

To more clearly distinguish psychopathy from sociopathy, it might be
useful to examine the construct of self-control. Self-control has been
defined in at least two contrasting ways. The most widely known version
among criminologists is that of Gottfredson and Hirschi (1990), who
concentrate on low self-control, “the tendency to pursue short-term,
immediate pleasure” (p. 93). To them, low self-control is a complex
construct that combines several traits—impulsivity, sensation seeking,
selfishness, and the inability or unwillingness to consider the conse-
quences of one’s actions on other people or one’s own future—into a
single trait claimed to be, “for all intents and purposes, the individual-
level cause of crime” (p. 232). They further claim that poor parenting is
responsible for low self-control. With this connection between inadequate
socialization and offending, this version of low self-control, in its extreme,
looks like sociopathy.

Another version has been defined by Baumeister and colleagues as
“control of the self by the self” (Muraven & Baumeister, 2000:247). Like
Gottfredson and Hirschi, Baumeister considers self-control to be the
“master virtue” (Baumeister & Exline, 2000:29). Unlike them, he does not
consider selfishness to be part and parcel of low self-control.
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Hare, like Gottfredson and Hirschi, conflates the two concepts. Empiri-
cally, the measure used by Hare to measure psychopathy, the Psychopathy
Checklist-Revised (PCL-R; Hare, et al., 1990) generates two separate fac-
tors. The first factor can be summarized as self-centeredness, and includes
a selfish, manipulative interpersonal style combined with shallow emo-
tions and solipsism (the belief that the self is the center of the universe),
while the second includes a parasitic lifestyle and antisocial behaviors.
Sexual promiscuity correlates with both factors, a fact to which I will
return (Harpur, et al., 1989). As Table 12.1 notes, the first factor may be
further split into interpersonal (manipulative, chronic lying) and affective
(i.e., emotional) dimensions, while explicitly antisocial behaviors can be
separated from parasitic and impulsive behaviors within the second factor
(Edens, et al., 2006). Interestingly, several of the Factor 2 items themselves
involve offending, so it would seem tautological to use the PCL-R to
predict crime.

In sum, Factor 1 can be thought of as a measure of the psychopathic
personality, or “primary psychopathy” or simply “psychopathy” (Walsh &
Wu, 2008), while Factor 2 can be thought of as low self-control without
the selfishness included by Gottfredson and Hirschi (Wiebe, 2003). The
two higher order factors correlate at about r = .5 (Harpur, et al., 1989),
meaning that each explains about 25 percent of the variability in the other.
The implication, assuming personality influences behavior more than vice

Table 12.1 Factor Structure of the Psychopathy Checklist, Revised (PCL-R)

Factor 1—Selfish, callous, and remorseless use of others (psychopathy)
Interpersonal features Affective features

Glibness/superficial charm Grandiose sense of self-worth
Pathological lying Lack of remorse or guilt
Conning/manipulative Shallow affect
Failure to accept responsibility Callous/lack of empathy

Factor 2—Unstable, antisocial, and socially deviant lifestyle (low self-control)

Lifestyle Antisocial behavior

Need for stimulation Poor behavioral controls
Parasitic lifestyle Early behavior problems
Lack of realistic goals Juvenile delinquency
Impulsivity Revocation of conditional release
Irresponsibility Criminal versatility

Items correlating with both factors

Promiscuous sexual behavior
Many short-term relationships
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versa, is that the psychopathic personality increases the risk of antisocial
behavior, but does not require it (Blair, et al., 2006).

Thus, psychopaths can have varying levels of self-control. Because low
self-control correlates with crime, a high-self-control psychopath is less
likely to become a habitual criminal. The lack of concern for others—the
absence of the social emotions—and the focus on reward over punish-
ment make a psychopath more likely than a nonpsychopath to victimize
others, but a psychopath with high self-control would, at the very least, be
less likely to run afoul of the law than one with low self-control, and might
even have figured out how to gratify him or herself without breaking very
many laws at all.

Compelling evidence for this perspective lies in studies that show that,
like crime within the general population (see this volume, Chapter 9), the
parasitic and antisocial behaviors of criminal psychopaths decline with
time, while the core of their personality remains stable (Blonigen, et al.,
2006; Harpur & Hare, 1994).

Before continuing: a point about nomenclature. Throughout this chap-
ter, I have been referring to “psychopaths” as if they were a discrete class.
However, it would be more accurate to call them “persons with psycho-
pathic tendencies,” because not every psychopath has all of the traits that
comprise psychopathy in its pure form (see Table 12.1). These traits vary
along continua (Edens, et al., 2006)—for example, persons can vary in the
amount of guilt and remorse they tend to suffer—and many have been
shown to predict crime and delinquency on their own (Wiebe, 2003).
Thus, individuals can be more or less psychopathic than each other, just as
one person may be taller than another. However, it may still be useful to
retain the label “psychopath” for persons who score substantially higher
than average on measures of the most of the traits associated with psych-
opathy. In fact, this is how the PCL-R is scored. Out of 40 total points
measuring 20 separate traits and behaviors, a person need only 28–30
points to be considered a psychopath. Thus far, it has proved impossible to
verify that any particular score represents a clear cutoff between two dif-
ferent types of person (Edens, et al., 2006), but this need not be of great
concern. It is just as difficult to identify the exact height at which an
individual leaps into the category of “tall person.” However, this does not
keep us from considering some people to be tall.

The Biology of Psychopathy: What Underlies the Psychopathic
Personality?

Thus far, psychopathy has been described and its empirical connection
to crime noted. But in the biosocial perspective, at least three more steps

Psychopathy 229



are needed: describing the biological underpinnings of psychopathy,
examining whether it has an underlying genetic component, and inquir-
ing into why it exists in the first place.

How is biology relevant to psychopathy? After all, the most striking
feature of psychopathy is emotional in nature: the lack of social emotions
that would ordinarily provide internal barriers to antisocial behavior and
internal goads toward, and rewards for, prosocial behavior (Mealey, 1995).
Further, the most prominent alternate explanation for the foundation
of psychopathy also involves the emotions: the “low fear” hypothesis
advanced by David Lykken (1995), which has found support in longi-
tudinal research predicting adult psychopathy from childhood tempera-
ment (Glenn, et al., 2007). But, like the rest of our psychological processes,
emotions are rooted in biology.

Emotions are signals, reactions by our brain to both internal or external
stimuli that let us know what’s important (Frank, 1988). As such, they are
intrinsic to decision making: Without emotions, we could not decide what
to do, because everything would appear trivial (Damasio, 1994). Our emo-
tions are housed in a part of the brain called the limbic system, which gets
its own input from the sensory organs and sends signals to the frontal lobes
for processing by our “rational” selves. It also sends signals to other parts of
the brain and body, via neurons and hormones, without waiting for frontal
lobe input (LeDoux, 1996). This ability to bypass the frontal lobes can be
especially important when the emotion is fear and the danger is mortal.

Several biological differences between psychopaths and nonpsycho-
paths have been noted in recent research, and they all affect emotional
processing. They are now briefly summarized.

Fear

Researchers have associated psychopathy with relatively low levels of fear
(Lykken, 1995) and its sibling, anxiety (Harpur, et al., 1989). Fear facili-
tates learning: Without fear, a person may reenact behaviors that previ-
ously brought aversive consequences. A person without fear is insensitive
to punishment, focusing instead on potential rewards. The person with
low anxiety can approach fear-inducing situations with aplomb, includ-
ing situations that might bring a hostile reaction from a potential crime
victim (Benning, et al., 2005).

Biologically, one of the underpinnings of low fear among psychopaths
is thought to be an imbalance between the behavioral activation system
(BAS) and the behavioral inhibition system (BIS) (Walsh & Wu, 2008). The
BAS is the brain system, sensitive to the neurotransmitter dopamine, that
facilitates goal-directed behavior, while the BIS, sensitive to serotonin, is
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responsible for risk management, preventing us from blindly seeking grat-
ification no matter what the circumstances. While ideally these systems
would be in equilibrium, allowing us to pursue our goals but in a respon-
sible, non-harmful manner, an imbalance in favor of the BAS would cause
us to focus on rewards without being afraid of punishment.

Another underpinning of low fear among psychopaths is thought to be
an overall low level of arousal of the autonomic nervous system (ANS). The
ANS is the part of the nervous system that is outside conscious control,
governing such diverse processes as digestion and sensitivity to loud
noises. Research consistently shows primary psychopathy—Factor 1 in the
PCL-R—to be associated with low autonomic arousal (Benning, et al.,
2005). Any stimulation becomes desirable.

Low Fear Leads to Low Empathy: Abnormal Startle Potentiation One
of the most interesting manifestations of low arousal comes from research
into startle potentiation. An average person presented with an aversive
stimulus—in a psychology lab, it might be a picture of a rotting corpse—
would exhibit quicker and stronger involuntary (i.e., autonomic) reac-
tions to subsequent stimuli—perhaps a puff of air to the eye. The startle
reflex has been “potentiated,” preparing him or her for the flight or fight
response. In contrast, a person exposed to a pleasant stimulus experiences
involuntary relaxation (Patrick, 1994).

The startle reflex of psychopaths reacts very differently. Psychopaths (as
measured by Factor 1 of the PCL-R) do not potentiate when shown aversive
stimuli, unless that stimulus appears personally threatening, such as a
picture of a gun pointed directly at the camera (Levenston, et al., 2000).
This failure to potentiate can inhibit empathy, a seemingly important com-
ponent of the development of the social emotions. Since emotional empa-
thy occurs when an individual shares the physiological state of another
(Levenson & Ruef, 1992), a person who does not feel fear, or is not other-
wise discomfited, when another person is endangered or suffering will lack
any motive to relieve the danger or suffering. This pattern applies to both
low and high self-control (Factor 2) psychopaths (who are high in Factor 1).

Empathy may be further impaired by a phenomenon found in the
startle research that psychopaths react to the suffering of others in the
same way as they, and nonpsychopaths, react to pleasant stimuli: inter-
ested, but not disturbed (Patrick, et al., 1993; Sutton, et al., 2002).

Emotional Perception

The emotional deficits of psychopaths are not all rooted in the fear sys-
tems. Psychopaths appear relatively insensitive to many types of social and
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emotional cue (Damasio, et al., 1990); the work on startle potentiation
suggests that they may perceive some of these cues but react abnormally to
them. While psychopaths may be able to more readily identify happy and
sad faces (Habel, et al., 2002), they react less emotionally to such faces
than nonpsychopaths (Blair, et al., 1997). Other research has shown that
they fail to react more strongly to emotional than non-emotional words,
unlike nonpsychopaths (Lorenz & Newman, 2002), and have less intense
emotional reactions to everyday situations than nonpsychopaths (Day &
Wong, 1996).

Other specific emotional abnormalities have been found: an enhanced
tendency to react to anger (Kosson, et al., 2002), and a reduced ability
to recognize the sound of fear in another’s voice (Blair, et al., 2002).
Psychopaths seem to have a particular deficit relating to the emotion of
disgust, both in recognition and autonomic reaction (Kosson, et al., 2002).
They also have deficits in their susceptibility to classical conditioning,
further inhibiting the development of conscience (Pridmore, et al., 2005).

In sum, psychopaths do not react autonomically to emotional stimuli,
perhaps because of a disconnection between words and emotions. Neither
do they readily recognize fear and disgust, two emotions that may convey
disapproval of the psychopath and his or her behavior (Wiebe, 2004b).
They tend to be underaroused and therefore sensation seekers, and have
an imbalance between the BAS and BIS in favor of the BAS and therefore
focus on rewards while remaining relatively undeterred by punishment
or its threat. These characteristics seem to unite in what Donald Lynam
(1996) calls the “psychopathic deficit”: persistence in goal-directed behav-
iors even when punished for behaviors for which they were previously
rewarded, also known as “response perseveration” or “deficient response
modulation” (Lorenz & Newman, 2002). These biological features pre-
sumably inhibit the development of a conscience, and allow the psycho-
path to cold bloodedly pursue selfish interests without distraction from
emotional signals (Mealey, 1995), especially the fear or disgust of another
person.

It has been suggested that the physiological source of the emotional
abnormalities associated with psychopathy lies in the amygdala, a struc-
ture within the limbic system (Blair, 2003). Along with facilitating aversive
conditioning—ANS changes in response to fear or pain—and instru-
mental learning—responding consciously and appropriately to pain and
pleasure—it responds to fearful and sad facial expressions, important in
developing empathy. Researchers have identified a gene in mice that is
associated with the failure to produce a particular protein, leading to a
smaller amygdala and increased aggression, as well as reduced maternal
instincts; whether this research will translate to humans is not yet known
(Blair, 2003).
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Another area of the brain identified by Blair as abnormal in psycho-
paths is the region of the frontal lobes just above the eyes, the orbitofron-
tal cortex (OFC). This area appears important in instrumental learning
and response modulation (part of the BIS). Deficits in the OFC might
relate to both psychopathy and low self-control.

How Heritable is Psychopathy?

Researchers have begun to investigate whether psychopathy has a genetic
component, and have established that it appears to be modestly heritable,
with between 29 percent and 67 percent of the variance explained by genes
across several studies (e.g., Larsson, et al., 2006; Viding, et al., 2005; see,
also, review in Blair, et al., 2006). Perhaps just as importantly, research has
failed to find any shared family environmental effects on psychopathy,
indicating that, unlike sociopathy, it is not the predictable outcome of
harsh and abusive parenting.

What does it mean to say that psychopathy is heritable? For one, it
means there is no “gene for psychopathy.” Unlike genes governing eye
color, which will produce the same color eyes regardless of childhood
experience, the genes responsible for the heritability of psychopathy can
produce different outcomes in different environments (see Chapter 2,
this volume). From the biosocial perspective, there are numerous steps
between the genes that make their way into the developing zygote and the
mature expression of those genes. For example, a person might discover
early on an absence of fear and an insensitivity to punishment, but might
seek to become a good person in order to continue to earn the approval of
caregivers (Blair, et al., 2006).

While it is generally understood that heritability represents the percent-
age of variance in a particular trait or characteristic that is explained by
the genes, it is not often emphasized that any heritability estimates are
relevant only in the context of the environments represented within a
particular sample. To generalize from a heritability estimate in a particular
study to the population as a whole, it would be necessary to not only claim
that the individuals in the sample represent the individuals in the popula-
tion, but that their environments, from uterine to home, from school to
neighborhood, represent the environments encountered by the popula-
tion. And environments, unlike genes, are readily mutable. Therefore, the
best that can be said for the generalizability of heritability estimates is that
they may be valid for a particular time and place, but do not represent any
enduring phenomenon. Change the environment, change the heritability.

An interesting example of the malleability of genetic expression is cited
in Chapter 9 of this volume: the heritability of antisocial behavior, as well
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as aggression (Cleveland, 2003), is substantially higher in advantaged
environments than in disadvantaged environments. In disadvantaged
environments, there are more reasons for, and routes to, crime and
aggression, not all of which require a strong genetic bias.

The Evolutionary Psychology of Psychopathy: What is Psychopathy
Good For?

In most of the research cited in this chapter, psychopathy is understood to
be a disorder. While it is unquestionable that people suffer because of
psychopathy, it is not clear that the psychopath him- or herself suffers.
And even if the psychopath felt distress as a result of a lifestyle that left
him or her bereft of close emotional relationships, distress by itself does
not necessarily represent dysfunction. In a Darwinian sense, if psych-
opathy equips its host for fitness—reproductive success—then it is doing
what it was “designed” to do, and it is an adaptation, not a disorder
(Mealey, 1995). Mealey has deemed psychopathy an “ethical pathology”
(1997:531): good for the individual, bad for society.

Synergy and Society

Like nearly all other human beings, psychopaths conduct their lives within
various social contexts. Society itself exists because individual humans can
benefit by collective action and other forms of cooperation (for overviews,
see Ridley, 1996; Wright 2000). Through cooperation, more resources
become available to the group as a whole than could have been produced
by isolated individuals. This phenomenon, where the end product is
greater than the sum of the individual contributions to it, is called
synergy, and, provided the end product is distributed fairly, it benefits
each individual as well as the group as a whole.

Cooperation doesn’t always result in synergy. Despite our best efforts at
working together, we sometimes fail to accomplish our goals, and some-
times would have been better off alone. Further, under some conditions,
such as a society that is hopelessly corrupt, under siege, or in violent tran-
sition, cooperation is impractical or impossible. But in a well-functioning
society, the most important human actions are interactions. For our spe-
cies in general, it is better to cooperate than to go it alone. Further, our
long infancies and childhoods doom us to extinction without someone
sharing resources with, and protecting, the young.

To achieve synergy, a well-functioning society requires individuals
committed to cooperation over the long term. Skills are acquired, social

Richard P. Wiebe234



networks are developed, trust is established. But cooperation brings the
temptation to cheat: Trust can be violated (Axelrod, 1984). Most crime is a
form of cheating, shortcutting legitimate routes to acquiring resources
and mating opportunities, resolving conflicts, and achieving status, each
of which can enhance fitness. In addition, crime undermines synergy.
In criminal interactions, total resources decrease, because, in almost all
cases, the victim loses more—economically, psychologically, temporally—
than the criminal gains, a phenomenon called the magnitude gap
(Baumeister, 1997). A habitual criminal can, therefore, be considered a
cheater, a parasite on the host society, or an intraspecies (or intrasocietal)
predator.

Fortunately, there is a natural limit to such antisocial behavior, at least
within a stable, well-functioning society. Habitual cheating is a frequency-
dependent strategy for acquiring resources and mating opportunities.
Too many cheaters break the system down, but too much trust evokes
the temptation to cheat. This means that psychopathy could not be adap-
tive for everyone. Once psychopaths run out of victims, they start to
encounter other psychopaths, and nobody wins. The number of psycho-
paths will therefore stabilize around a small but significant proportion of
the population (Mealey, 1995).

Unfortunately, because psychopaths, though ubiquitous, are scarce, and
because it is in their best interests to escape detection, humans have not
developed the ability to readily recognize them (Wiebe, 2004a). Instead,
we rely on behaviors and reputations.

Adaptive Strategies

A frequency-dependent strategy is a type of adaptive strategy, “an organ-
ized set of behaviors evolved to maximize individual reproductive success
over the life span” (Rowe, 1996:269). As Rowe points out, the amount
of effort an individual devotes to successful reproduction can be divided
into parenting effort, focused on the care involved in raising children,
and mating effort, focused on obtaining mates and fighting off rivals.
Generally, as one type of effort increases, the other decreases, because
each individual’s resources—temporal, emotional, social, and physical as
well as economic—are limited. All things being equal, a greater amount
of mating effort results in a more diverse set of mates but lower invest-
ment in each resulting offspring. Therefore, a person whose adaptive
strategy favors mating effort need not be overly concerned with long-term
relationships, and may actually be hampered by them. This focus on self-
ish gratification at the expense of long-term relationships characterizes
most crime, as well. Thus, crime can be considered an epiphenomenon
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of a mating effort strategy: a by-product of a strategy that evolved to
maximize mating opportunities. After all, sex came before money.

Psychopathy and Mating Effort

Obviously, both resource acquisition and mating opportunities can
enhance fitness. The features of psychopathy, individually and collectively,
facilitate a selfish approach to each. The individual seeks personal gratifi-
cation without caring about the well-being of others.

Without anxiety, guilt, remorse, or meaningful ties to other individuals;
with low autonomic arousal and high need for stimulation; with relentless
selfishness and inflated egos, psychopaths are particularly well suited to
pursue a mating effort strategy and are equally unsuited for parenting
effort. For different reasons—impulsivity, lack of diligence, and the unwill-
ingness or inability to effectively plan for the future—persons with low
self-control are also better suited for mating than parenting effort. Each of
these qualities also equips an individual for crime, and makes it more
difficult to live an honest life. As noted earlier, both the psychopathic
personality and low self-control factors of the PCL-R correlate strongly
with promiscuity, illuminating these two broad paths to mating effort
(see also, Gottfredson & Hirschi, 1990). It is important to remember,
however, that psychopathy is not synonymous with, and does not require,
either mating effort or criminality.

Along with the personality characteristics, the biological features
associated with psychopathy can facilitate the victimization of others.
Previously (Wiebe, 2004b), I have suggested that three specific psycho-
pathic features can be used in the service of an adaptive strategy involving
coercive sex: abnormal startle potentiation, response perseveration, and
emotionless processing. Unaffected by fear, disgust, punishment, or emo-
tional empathy, the psychopath who wants to have sex but encounters
resistance will not be deterred by the victim’s reactions. Perhaps only a
direct threat to personal safety could prevent the rape. Once the rape has
occurred, the psychopath will feel no remorse and will, thus, have no
reason not to reoffend.

This model applies to virtually any victimizing behavior. All the psy-
chopath needs is an ignorant or undefended victim, either unable to
detect psychopathy directly and unaware of any antisocial reputation, or
easy to overpower (Hare, 1993). As long as there are such victims, there
will be psychopaths. For this reason, psychopathy may be unusual in
small, close-knit communities where reputations are known and people
come to each others’ aid (Lykken, 1995).
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Alternative vs. Conditional Strategies

An adaptive strategy that appears strongly influenced by genetic factors is
called an alternative strategy, while one that is adopted in response to
environmental contingencies is called a conditional strategy (Rowe, et al.,
1997). An idea of the difference can be seen by examining Figure 12.1,
which presents Walsh and Wu’s (2008) interpretation of Lykken’s diath-
esis developmental model showing the different contributions of biology
and environment for psychopaths, sociopaths, offenders who are neither
psychopaths nor sociopaths, and non-offenders. The vertical axis repre-
sents a continuum of parental competency. The horizontal axis represents
a biological propensity continuum for criminal behavior from high to low.
The less extreme the biological propensity, the more likely the individual
will pursue a conditional, rather than alternative, strategy.

Because of its heritability and physiological correlates, psychopathy
appears to constitute an adaptation that facilitates an alternative strategy—
although it is important to remember that psychopathy is not a strategy
itself, just a personality type that makes a cheater or mating effort strategy
much more likely. Sociopathy, by way of contrast, involves crime by defin-
ition, and therefore seems to be a conditional strategy in and of itself.
Again: Just because someone has the physiological potential for develop-
ing psychopathy, this does not doom the person to life as a psychopath—

Figure 12.1 David Lykken’s Diathesis-developmental Model Illustrating the Role
of Biological Propensity and Parental Competency on Different Types of
Offender and on Non-offenders.

Source: Walsh and Wu (2008).
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s/he might be remorseless but honest, for example, good qualities to find
in a manager or judge. And just because someone is a psychopath, this does
not mean s/he must pursue a mating effort strategy, at least not in a pure
form.

There are three alternatives to considering psychopathy as an adapta-
tion that facilitates an alternative strategy rooted in mating effort. The first
is, of course, to conceptualize it as a disorder. But its historical and cross-
cultural ubiquity, as well as its strong relationship to a cheater or mating
effort strategy, would seem to favor the adaptive strategy model.

The second alternative would be to assume that psychopathy is con-
ditional, a product of early experiences acting on an unremarkable geno-
type that channel the maturing individual into a particular strategy. These
experiences—harsh or absent parenting, unstable and dangerous neigh-
borhood, poor schooling and poor school performance, the perception
that life is nasty, brutal, and short—can provide cues that antisocial, mat-
ing effort behavior will result in greater fitness than prosocial behavior
(Caldwell, et al., 2006). But this seems like a better description of socio-
pathy than psychopathy. Significant biological differences between psy-
chopaths and nonpsychopaths have been discovered, psychopathy appears
heritable (although the heritability of its individual biological features has
not been examined), and these differences appear to relate to the psycho-
path’s personality and behavior. In support of the idea that psychopathy is
not conditional, research has not uncovered an exceptional amount of
child abuse in the personal history of psychopaths (Blair, et al., 2006).

The third alternative is to consider psychopathy to result from the
rational decision by an otherwise average individual to take advantage of
opportunities for crime, interpersonal manipulation, and impersonal
sexual relations (e.g., Vila & Cohen, 1993). If psychopathy were simply a
matter of choice, this would imply that psychopaths would be unremark-
able in personality and biology, recognizable only by their behaviors.
However, as discussed earlier, this is not the case.

There is one prominent example of the purely rational psychopath: the
corporation (Bakan, 2004). Like a human psychopath, the corporation
considers the interests of others only when it is in its best interests to do
so; it is not bound to prosociality by social emotions. The major contrast
between the corporation and the psychopath lies in the comparison
group: A psychopath is an abnormal human being, lacking the social emo-
tions that most people have, while a corporation, at least a public corpor-
ation, is an entity created by law and directed to maximize shareholder
value. There is no contrasting entity that is directed by law to consider the
human costs of its actions. Thus, a psychopathic corporation is behaving
normally.
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Prosocial Psychopaths?

As uncomfortable as it would be for most nonpsychopaths to persistently
victimize others, the psychopath would find it equally uncomfortable
to live a life full of social obligations and close personal relationships
(Cleckley, 1941). Attempting to do so, the psychopath would tend to make
the same mistakes over and over again, unintentionally harming others
without ever really knowing why, and failing to pick up the early warning
signals of distress before destroying relationships and trust (see Hare,
1993). This does not mean that successful, noncriminal psychopaths, or at
least successful persons with psychopathic traits, are unknown. Lykken
(1995) nominates test pilot Chuck Yeager as an exemplar of a virtually
fearless and emotionally detached individual who translated these seem-
ing deficits into a wildly successful career, while Walsh and Wu (2008)
discuss the 19th-century British adventurer, Richard Francis Burton:

If Richard Burton had been the son of a London butcher instead of an army
colonel. .. he may have ended up with a rope around his neck rather than the
sash of knighthood around his shoulders.

(Walsh & Wu, 2008:6)

Unfortunately, these seem to be the unusual cases. The absence of shared
family environmental effects in behavior genetic studies of psychopathy
(Blonigen, et al. 2006; Larsson, et al., 2006; Viding, et al., 2005; see also
Chapter 2, this volume) supports the conclusion consistently reached by
psychopathy researchers: There is no obvious environmental cause of
psychopathy (Blair, et al., 2006; Cleckley, 1941; Hare, 1993; Mealey, 1995;
Walsh & Wu, 2008).

Conclusion: A “Cure” for Psychopathy?

Because psychopathy has no obvious proximate cause, it has no easy “cure.”
While psychopaths might lead prosocial lives, they would do so for differ-
ent reasons from the rest of us. Their adaptations that make it easy for
them to cheat and harm others—a lack of anxiety, their persistence in
goal-directed behaviors even after punishment—render them difficult to
socialize. Yet, it is clearly within society’s interest to attempt to prevent or
control psychopathy, even if the underlying syndrome cannot readily be
changed. Because psychopaths feel little or no guilt, either anticipatory or
in response to bad acts, and because there has been no evidence that they
can develop a normal set of social emotions in adulthood, it is probably
useless to appeal to the conscience, or to confront them with the harm
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they have wreaked and the suffering of their victims. In fact, in one study,
an intervention that placed prison inmates in a “therapeutic community”
within the prison was effective in reducing recidivism among nonpsycho-
paths but actually increased offending among psychopaths (Harris, et al.,
1994). Clearly, other interventions may be more appropriate.

Mealey (1995) proposed a solution based in classical criminology (see
Gottfredson & Hirschi, 1990): to reduce the rewards, and increase the
costs, of crime and cheating. This, of course, fairly describes the goal of
the criminal justice system in general, embodied in the concept of deter-
rence, but deterrence only works among individuals with at least modest
levels of self-control. Like other individuals with low self-control, a low
self-control psychopath would be undeterred by the threat of future
punishment.

Blair and colleagues (2006) suggest a different approach. Citing the
work of Kochanska (1997), they say that a fearless child, at risk for psych-
opathy, can develop a conscience if socialization processes “capitalize on
mother–child positive orientation (secure attachment, maternal respon-
siveness)” (1997:269). This is because the fearless child, like the adult
psychopath, is more responsive to rewards than punishment. Lykken
(1995) also focuses on the potential for socialization in childhood among
fearless children, recommending that they learn skills and engage in
activities that satisfy their need for stimulation.

Consistent with the idea that psychopaths respond better to rewards
than punishment is a potential intervention that relies on their egotism.
This egotism allows psychopaths to feel superior to others, even when they
don’t deserve to (Campbell & Elison, 2005; see also Baumeister, 1997).
Perhaps the way to help psychopaths integrate into conventional society is
to appeal to their ego. Overpraise for successful desistance from crime
may be uncomfortable to mete out, but if it helps prevent crime, it’s better
than the alternative.
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13

No Longer Taboo: Crime Prevention
Implications of Biosocial Criminology
Matthew Robinson

Crime prevention policies can be derived from any explanation of crimin-
ality (Lilly, et al., 2006). Logic suggests that the more complete the theory,
the more effective the crime prevention informed by the theory will be
(Robinson, 2004). Since biosocial criminology meaningfully integrates
perspectives and theories from the biological and social sciences, the
approach offers much hope in the area of crime prevention. At the very
least, biosocial crime prevention should be far more effective than those
strategies currently utilized within agencies of criminal justice, such
as mass incarceration and capital punishment, that are based largely on
ideological beliefs and “common sense” (Reiman, 2006; Robinson, 2005;
Shelden, 2007). This chapter outlines potential crime prevention policies
derived from a biosocial theory of crime—the “integrated systems theory”
of antisocial behavior—as well as recent studies of risk factors consistent
with biosocial criminology. The chapter also attempts to prioritize those
crime prevention policies that would likely be the most effective.

Crime Prevention

Crime prevention includes any means to eliminate the causes of crime so
that crime does not occur and does not need to be dealt with by criminal
justice agencies (Robinson, 1999). It is generally thought to be the most
effective way to reduce crime (Lab, 2004). Efforts to stop crime before they
occur can be divided into primary crime prevention, secondary crime
prevention, and tertiary crime prevention. Primary crime prevention is
the broadest form of crime prevention and is aimed at preventing crime at
all places at all times; it generally consists of large-scale efforts to prevent
crime in society by reducing people’s exposure to those criminogenic
factors that promote criminality (e.g., stress, poverty, deviant peers, brain
damage). Secondary crime prevention is focused on individuals, groups,



and communities that have either already been exposed to such crimino-
genic factors or who are likely to be. Tertiary crime prevention is reactive
and better describes efforts to prevent future crimes among those who
have already committed them (Faust & Brantingham, 1976). Robinson
(2004) suggests that primary crime prevention (aimed at the whole of
society) and secondary crime prevention (focused on those people who
most need it) offer the most hope for preventing crime.

How Theory can be Used to Prevent Crime

Every criminological theory states an explanation as to why crime occurs
(Akers & Sellers, 2007). Generally, theories posit propositions that relate
criminality to some concept(s). Propositions are merely sentences that
state relationships between various real-world things (such as greed and
crime). Concepts are those real-world things that are related in the prop-
osition (e.g., greed, crime). An example of a simple proposition is “greed
causes crime.” Criminologists develop theories and then test them to see if
they enjoy empirical validity. That is, does real-world evidence support
the propositions? When evidence supports the theory, the theory is
thought to be valid or true. When evidence consistently shows that a
theory is false, we can say that the theory has been falsified, or that it is
disproven.

Unfortunately, virtually every theory enjoys some empirical support,
and only a handful have been falsified (Robinson, 2004). The question for
criminologists is to determine which theories enjoy the greatest level of
empirical validity (that is, which theories are the most supported by evi-
dence). Those theories can be the most useful in crime prevention, assum-
ing they enjoy wide scope. The scope of a theory refers to the types of
crime that are explained by a theory, as well as how much. Theories that
have wide scope are intended to be used to explain multiple forms of
crime. For example, Gottfredson and Hirschi’s (1990) general theory of
crime—commonly referred to as the theory of low self-control—is said to
have wide scope, for it supposedly explains all forms of crime including
street crime and acts of crime committed by corporations and wealthy
individuals.

A theory that can explain a lot of crime can logically be used to prevent
a lot of crime, as well. Crime prevention implications can be derived from
theories in the form of policies, programs, and projects. Policies are a “set
of rules or guidelines for how to make a decision.” An example is a
law passed by Congress aimed at reducing a federal crime such as kidnap-
ping. Programs are a “set of services aimed at achieving specific goals
and objectives within specified individuals, groups, organizations or
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communities.” An example is an afterschool program for children to
reduce the likelihood of antisocial behavior by kids when they otherwise
would be unsupervised. Projects are essentially time-limited programs
(Welsh & Harris, 1999:5–6). Policies are more general than programs and
projects and often motivate the development of specific programs and
projects aimed at reducing some problem.

Policymakers can develop crime prevention policies, programs, and
projects from criminological theories, and/or criminologists can suggest
crime prevention strategies based on their theories. Unfortunately, this
does not frequently happen in the real world because lawmakers seem
uninterested in criminological theory.

An Example: Integrated Systems Theory

Integrated systems theory (IST) is based on the systems perspectives of
Whitehead (1925), Lewin (1935), Murray (1938), and especially Miller
(1978). Miller (1978) characterized human behavior as a product of
factors interacting among seven different living systems. This systems
approach was first applied to criminological theory by C. Ray Jeffery
(1990) in his book, Criminology: an interdisciplinary approach, and sub-
sequently was called in the classroom the “integrated systems perspective”
(ISP). ISP is interdisciplinary in nature, meaning it combines the contri-
butions of numerous academic disciplines in order to better understand
human behavior. It asserts that various criminogenic factors interact
among all levels of analysis—cell, organ, organism, group, community/
organization, and society—to produce antisocial and criminal behavior.

Each level of analysis represents a living system that survives on its
own and that can be studied independently of the others (e.g., biologists
study cells, neurologists study organs, psychologists study individual
organisms, sociologists study groups, etc.). ISP assumes that there are
things (factors, concepts, or variables) at each of these levels of analysis
that influence the likelihood of antisocial behavior. Figure 13.1 shows
these levels of analysis.

The levels are connected, meaning that each system above is part of the
systems below it and each system below is made up of all the systems
above it (e.g., cells make up organs which make up organisms which make
up groups, etc.). This means that a change in one level or system leads to a
change in all levels or systems. Take, for example, the influence of genes on
all levels. Genetic flaws can produce chemical imbalances of the brain (at
the organ level). These chemical imbalances can lead to mental illnesses
such as depression or schizophrenia (at the organism level), which can
lead to antisocial behavior that is likely to strain families (at the group
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level), impact neighborhoods and hospitals (at the community/organiza-
tion level), and ultimately affect the entire country in which individuals
with mental illnesses live (at the society level). Robinson (2004) utilized
ISP to develop a theory called the integrated systems theory (IST).

IST is built around a summary of known risk factors that have been
identified by scholars in numerous academic disciplines (e.g., sociology,
psychology, biology, behavioral genetics, neurology, anthropology,
economics, etc.). Risk factors are things in the real world that increase
one’s risk of committing antisocial behavior on exposure, especially when
exposure is frequent (frequency), regular (regularity), intense (inten-
sity), and occurs early in life (priority). Protective factors are the oppos-
ite of risk factors in that they reduce the likelihood of criminality.

The theory was developed by making a list of propositions that have
already been verified through empirical tests of scores of theories of crime
across many disciplines. True to the interdisciplinary approach of ISP,
these propositions dealt with topics such as genetics, brain structure
(parts of the brain), brain function (levels of neurotransmitters and
enzymes in the brain and hormones levels in the blood), brain dysfunc-
tion (head injury, exposure to environmental toxins, maternal drug use
during pregnancy), personality traits, intelligence levels, mental illness,
diet and nutrition, drug consumption, family influences, peer influences,
social disorganization, routine activities and victim lifestyles, deterrence,
labeling, anomie, strain, culture conflict and subcultures, race, class, and
gender.

IST is similar to what Bernard (2001:337) calls the risk factor approach
whereby “risk factors associated with an increased or decreased likelihood
of crime” are identified. Since there “are many such risk factors” every
academic discipline can potentially add something to our understanding
of the etiology of human behavior, including criminality. This approach
assumes that:

Figure 13.1 Levels of Analysis in Integrated Systems Theory.
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• Some people are more likely than others to engage in crime, regardless of the
situation they are in; and

• Some situations are more likely to have higher crime rates regardless of the
characteristics of the people who are in them.

(Bernard, 2001:341, emphasis in original)

IST is based on the same assumptions, but specifies how the various risk
factors interact to produce antisocial behavior in individuals, including
interactive and intervening effects between the numerous risk factors.

According to Bernard (2001:343): “[T]he essential questions should be:
which variables are related to crime, and in which ways?” Vila (1994:313)
concurs, asserting that the most important question for theorists to
answer now is which variables or factors at what level of analysis interact
in what ways to produce criminality? “What relationships and processes
tend to be fundamentally important for understanding changes over time
in the . . . behaviors of any social organism?” Miller (1978:1) himself
predicted that a systems explanation of behavior would “select, from
among different and sometimes opposing viewpoints, fundamental ideas
already worked out by others, and fit them into a mosaic, an organized
picture of previously unrelated areas.” This was one of the goals of IST.

IST asserts that:

• People have choice as to whether or not to commit crime (but
choice cannot explain why people behave because choosing is a
behavior).

• People’s choices are influenced by factors beyond their control.
• The factors that influence people’s choices (and hence their

behaviors) are risk factors and protective factors.
• These risk and protective factors exist among six different levels of

analysis, including cells, organs, organisms, groups, communities/
organizations, and society.

• Exposure to risk factors generally increases the risk of antisocial
and criminal behavior, especially when exposure is frequent, regu-
lar, intense, and occurs early in life.

• Exposure to protective factors generally decreases the risk of anti-
social and criminal behavior, especially when exposure is frequent,
regular, intense, and occurs early in life.

IST is a biosocial theory because it asserts that particular risk factors
inside and outside of individuals interact to produce behavior. That
is, there are well-known biological as well as social factors that interact
to increase the likelihood of criminality. The numerous risk factors iden-
tified by IST include genetics; brain chemistry (neurotransmitters and
enzymes); brain dysfunction (e.g., head injury); levels of hormones in the
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body; prenatal conditions (including drug use/abuse during pregnancy,
unhealthy diet/nutrition during pregnancy, and stress during pregnancy);
lower verbal IQ and cognitive deficits; autonomic system (ANS) hypo-
arousal; family conditions (such as inconsistent discipline, harsh discipline,
and unaffectionate parenting); hanging out with deviant peers; consump-
tion of some legal and illegal drugs (e.g., alcohol, cocaine); nutritional
intake; exposure to environmental toxins; severe mental illnesses (e.g.,
schizophrenia); destructive labeling; perceptions of strain; employment
problems and relationship problems; conditions of social disorganization
(such as poverty, population heterogeneity, and residential mobility).

IST incorporates the risk factors into a developmental timeline, suggest-
ing greater or lesser import for some factors at different times over the
life-course. Although research shows there may be more than one path to
antisocial behavior, some risk factors are more likely to impact individuals
at different times in their lives. This is consistent with developmental
criminology (Benson, 2002; Farrington, 2005; Huizinga, et al., 1998;
Kelley, et al., 1997; Kumpfer & Alvarado, 1998; Laub & Sampson, 2006;
Piquero & Mazerolle, 2001; Sampson & Laub, 2006). Figure 13.2 illustrates
this timeline.

Several of the risk factors begin before birth, such as inheriting genetic
propensities, maternal drug use/abuse during pregnancy, maternal diet/
nutrition during pregnancy, stress during pregnancy, and exposure to
environmental toxins during pregnancy. The effects of diet/nutrition,
family influences, chemical imbalances in neurotransmitter and enzyme
levels, brain dysfunction, environmental toxins, hypoarousal of the ANS,
and low verbal IQ/cognitive problems are likely to begin in early child-
hood. Given the unique demands of adolescence, the risk factors of

Figure 13.2 A Developmental Timeline of Risk Factors in Integrated Systems
Theory.
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hormones, drug use/abuse, mental illness, peer influences, general strain,
and destructive labeling by criminal justice agencies are most likely to
occur during this time period. Finally, employment problems and rela-
tionship problems are most likely to occur in early adulthood.

The developmental timeline is not meant as an absolute, it is simply a
way of depicting when certain risk factors are most likely to begin to have
deleterious effects on individuals. Generally, the earlier risk factors begin
to influence people (priority), the greater the likelihood that individuals
will commit acts of antisocial behavior. Also, the more risk factors a
person is exposed to during any stage of life, the more likely antisocial
behavior will occur. That different risk factors are likely to impact people
at different times in their lives suggests that crime prevention policies
should not be static but rather changing based on the variable influence of
different risk factors. That is, this timeline suggests to policymakers that
crime prevention policies aimed at individuals at risk for criminal
behavior should be focused on different factors at different stages of life.

Preventing Crime Using Integrated Systems Theory

Broadly speaking, two logical crime prevention policies of IST include:

1. Reducing one’s exposure to the risk factors that increase the prob-
ability that one will behave in an antisocial fashion.

2. Increasing one’s exposure to protective factors that reduce the
probability that one will behave in an antisocial fashion.

In making efforts to achieve these goals, the goal specifically should be to
reduce the frequency, regularity, intensity, and priority of the exposures
to risk factors and to increase the frequency, regularity, intensity, and
priority of the exposures to their opposites, or protective factors. Of most
importance is reducing the clustering of disadvantages, for the cumula-
tive effects of exposure to numerous risk factors is far worse than the
periodic exposure to one or two risk factors, as predicted by the reality of
comorbidity.

This calls for a broader and more sustained effort at crime prevention
as opposed to the reactive and largely failing criminal justice policies that
we currently pursue. At the one extreme (the most controversial), it
involves altering propensities for violent behaviors at the genetic level, and
at the other (the more feasible), it involves altering the individual and
environmental conditions that produce antisocial behavior. Since IST
suggests that risk factors occur at all levels of analysis—from cell to
society—prevention implications can be identified at each of these levels
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of analysis that are focused on the risk factors identified by the theory. The
goal is to use our knowledge with regard to these factors in order to
prevent criminality before it happens. It really is partial and incomplete to
outline policy implications that address only one level of analysis, such as
the cellular level of analysis, because human behavior results from the
interactions of numerous factors at several levels of analyses. Still, it is
possible to do so. Box 13.1 lays out some logical crime prevention strat-
egies justified by integrated systems theory.

Box 13.1 Crime Prevention Implications of Integrated Systems
Theory

Beginning at the cell level, there is much speculation that in the very
near future it will be possible to alter one’s genetic makeup in order
to reduce the likelihood that an individual will become antisocial,
and/or to replace particular genes in people generally in order to
reduce overall rates of antisocial behavior. Such possibilities bring
forth thoughts of past efforts to use biological research to control
certain segments of the population, including the eugenics move-
ment (Robinson, 2004).

However, recall that genes do not express themselves in the
absence of environmental factors; this means that many of the most
important crime control and prevention policies will involve alter-
ations to environmental conditions rather than one’s genes. In
fact, in a cost-benefit analysis, it makes more sense to change the
environmental conditions that trigger genes to express themselves in
the form of antisocial behavior, given that so many people are
exposed to them at one time. Additionally, even when particular
genes are identified by scientists as relevant for increasing the prob-
ability of antisocial behavior, individuals with these genes may not
ever commit repetitive antisocial behaviors. It is not appropriate to
assume that just because an individual has a trait found in antisocial
populations that the individual will also behave in an antisocial
fashion.

Given these important points, there are essentially three possible
crime control and crime prevention policy implications of genetics
research: alteration of genetics; alteration of environmental triggers
and insulators; and the medicalization of behavior. First, it is not
likely that members of society will ever completely support alter-
ations of genetics for the purposes of preventing crime. Further-
more, it is not called for. The policy implications of genetics studies
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are typically the same as those made by studies of environmental
factors (Herbert, 1997). Walsh (2002: 231) explains: “[W]hatever
biological therapies we eventually come up with, they almost cer-
tainly will not be genetic. As has been constantly emphasized, there
are genes that bias traits in certain directions, but there are no genes
that lead directly to any kind of nontrivial behavior. Genes act
in concert with other genes, and collectively, they act in concert
with the environment.” This means that the policy implications of
genetic studies point to alterations of the environment. This is espe-
cially true given that the same traits that produce many antisocial
behaviors also produce many prosocial behaviors. Doing away with
one gene that codes for proteins that encourage one trait related to
antisocial behavior will wipe out the trait rather than its behavioral
manifestations—e.g., aggression will be wiped out in all its forms,
including prosocial behaviors.

The medicalization of behavior involves regulating brain chem-
istry through the admission of legally prescribed drugs. Since genes
partially determine levels of neurotransmitter in the brain, genetic
abnormalities can lead to unusually high or low levels of brain chem-
icals that affect behavior. Thus, one way to return brain chemistry to
more normal levels is with the administration of drugs under the care
of psychiatrists. Such treatment is particularly effective when used in
conjunction with traditional treatments such as psychotherapy.

Strategies at the organ level of analysis are aimed at regulating
levels of neurotransmitters, enzymes, and hormones, primarily
through eliminating the environmental conditions that produce
abnormal levels. In addition, these substances can be regulated with
medicine, suggesting the medicalization of behavior. Drugs can be
administered to counteract the effects of abnormal brain chemistry
and abnormal levels of hormones. These efforts are reactive and thus
are less likely to be effective at preventing criminality.

A more promising line of approach entails reducing the condi-
tions that produce organ-level risk factors. For example, stress dur-
ing pregnancy, drug use or abuse during pregnancy, and unhealthy
diet/nutrition are all sources of brain dysfunction. Other sources
include exposure to environmental toxins, head injury, drug use/
abuse, child abuse/neglect, and unhealthy diet/nutrition. Successful
crime prevention will address these factors. Finally, treatment is
available for people suffering from traumatic brain injuries because
of accidents and similar experiences. Never should we rely
exclusively on medical treatments, for by themselves they are not as
effective at changing behavior as when used in conjunction with
other treatments.
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Logical policies stemming from organism-level explanations sug-
gest that changes ought to be made to the organism-level factors that
increase the likelihood of committing antisocial behavior. Some go
as far as to suggest that organism-level factors must be specifically
considered. For example, Lynam and Moffitt (1995) suggest that
any crime prevention policy “that ignores either low IQ or impul-
sivity as risk factors for delinquency will be ill-informed by social
science research.” Additionally, it has been claimed that a wide
range of medical illnesses have been found to be associated with
violent behavior, and, further, that many of these are treatable and
reversible.

Again, our two options are thus to either prevent exposure to
organism-level risk factors and/or to treat people who have been
exposed. Treatment for mental illnesses and poor diet is relatively
successful, which is good news for crime control. The most success-
ful approaches to treat mental illness are a combination of medicine
and counseling therapies. IQs can be slightly raised through edu-
cational programs, but it is not clear that it is possible to change
someone’s personality once it becomes established early in life. Since
personality is the same thing as behavior, this is another way of
saying that once a behavioral pattern (or trajectory) becomes estab-
lished early in life, it is very difficult to change. This means efforts
ought to be aimed at preventing the development of antisocial
behavior beginning at birth and before. Similarly, once drug use
becomes drug abuse, brain damage can occur and make reversing
one’s behavioral propensities more difficult. If this theory is correct,
we must focus our efforts at preventing harmful drug abuse; this can
be done by attempting to stop drug use entirely or more realistically
to stop people from using drugs in ways that cause harm to others.
Efforts should be focused at the very small percentage of users, based
on family history, who are at greatest risk for abuse.

The most successful crime prevention strategies will likely be dir-
ected at the larger levels of analysis, including the group level, com-
munity and organization level, and the society level. Efforts should be
made to reduce all individuals’ exposure to deviant peers, especially
in unsupervised settings, as well as family conflict and disruption,
abuse, neglect, and harsh, authoritarian style discipline. These factors
increase one’s risk of early antisocial behavior, which then increases
the risk that individuals will associate with deviant peers, have
trouble at school and work, get labeled a troublemaker, and continue
on into more serious and sustained antisocial behavior. Efforts
should be made to educate parents about the harmful effects of
these factors and to encourage good, supportive, loving, egalitarian
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families who are authoritative (but not physical) and consistent in
their use of discipline.

Efforts also need to be directed at reducing conditions of social
disorganization, especially poverty, an unfettered expansion of
urbanization, and residential mobility. A complete antisocial preven-
tion policy will make it possible for people to make a decent living
while still being heavily and meaningfully involved in raising their
children, monitoring their behavior, and interacting with neighbors
and participating in meaningful community organizations. This
means businesses must allow and even encourage people to work
more flexible schedules, provide affordable, on-site daycare and
supervision for children of employees, and permit employees to
pattern their lifestyles in ways that reduce their exposure to criminal
victimization. Since meaningful and fulfilling employment can be
turning points away from deviance, we must do whatever it takes to
assure that people find such employment. Such strategies are con-
sistent with what Vila (1994) calls nurturant strategies, which are
aimed at bettering the lives of people generally.

In neighborhoods, residential heterogeneity can encourage anti-
social behavior, but only if people refuse to get to know each other
based on their cultural, racial, and ethnic differences. Thus, appreci-
ation of diversity and multicultural tolerance must be promoted and
celebrated in the nation’s cities. Crime prevention policies must be
taken out of the context of politics so that we can invest our money
in the programs that work. We must also strive toward restorative
justice rather than applying negative labels to offenders. Destructive
labeling produces more antisocial behavior, not less.

Major emphasis must be placed on addressing employment and
relationship problems of all individuals. Healthy and fulfilling mar-
riages are helpful for preventing antisocial behavior in adulthood
(but they do not guarantee it). Additionally, two parents are more
able than one to provide supervision, and to monitor and correct
their children’s behavior in a consistent and healthy way. Thus, pol-
icies that assure people are ready for marriage will prevent antisocial
behavior, as will the prevention of unwanted pregnancies through
birth control education programs. All sources of general strain must
also be addressed, including discrimination and victimization.
People will always experience negative emotions, but in the absence
of legitimate means of directing frustration and anger, people will
resort to antisocial behavior as a means for coping with strain. Thus,
we must give people opportunities to vent when they perceive
injustice and experience noxious stimuli. Counseling programs at
place of employment are one good example.
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Additionally, government and major corporations must stop
encouraging antisocial behavior through their policies of crime
reduction and business, respectively. Two examples come to mind. A
policy of mass incarceration will not only fail to reduce crime in the
long run, but is likely to increase it. And mass layoffs by corporations
(downsizing) encourage crime in several ways. It is probably time for
all government and business executives to consider the implications
of their policies and practices for how they may impact crime and
antisocial behavior before they are created and initiated. Finally, to
the degree that big business harms Americans through fraud, illegal
dumping of chemicals, and so forth, they must be held accountable,
not only for the sake of justice, but also for the purposes of prevent-
ing criminality that results from their harmful behaviors.

Preventing Crime Using Other Biosocial Criminology

In the remainder of this chapter, I utilize examples from some of the most
recent scientific research to illustrate how crime prevention might look if
it were based on similar biosocial theoretical approaches. The most recent
biosocial approaches emphasize factors that have roots in both biological
and social sciences; some of the areas stressed in the recent literature are
genetic studies, neurological studies, studies of nutrition, and studies of
parenting styles. Many of these kinds of study have been discussed in
previous chapters of this book.

Genetics Studies

Recent research has demonstrated relationships between genetics and
antisocial and violent behavior in children, including callous and
unemotional traits in young children (Viding, et al., 2005). Additional
research has shown genetic influences on early drinking and alcoholism
(Crews, et al., 2006), likelihood of tobacco addiction (O’Loughlin, et al.,
2004), and onset of conduct disorder (CD) (Jaffee, et al., 2005).

CD is a condition marked by physical and/or sexual aggression to
people and animals, crimes against and destruction of property, deceitful-
ness or lying, and other serious violations of rules (American Academy of
Child & Adolescent Psychiatry, 2004). CD precedes a diagnosis of anti-
social personality disorder (APD), a condition characterized by repeated
law violations, lying, reckless behaviors, and a demonstrable lack of guilt
(Robinson, 2004).
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Specific genes have been implicated in such outcomes. For example, a
variant of the COMT gene is associated with low levels of prefrontal
cortical function, a condition that is also related to increased antisocial
behavior (Thapar, et al., 2005). Another example is a variant of the 5HTT
serotonin transporter gene, which puts adolescents at risk for substance
abuse, novelty-seeking behaviors, school problems, and aggression (Gerra,
et al., 2005), and predisposes men to extreme forms of violent behavior
(Liao, et al., 2004). Further evidence comes from a variant of the DRD4
dopamine regulating gene that is associated with diminished executive
function (i.e., poor planning and organization) and symptoms of atten-
tion deficit hyperactivity disorder (ADHD) (Froehlich, et al., 2006).
ADHD has been associated with an increased likelihood of other out-
comes over the life-course, including antisocial behavior, as well as dis-
orders related to addiction, anxiety, and mood (Biederman, et al., 2006).

Reviews of modern genetic studies show clear evidence of significant
relationships between genetic makeup and numerous forms of adult
criminality (Baker, et al., 2006). There is also clear evidence of genetic
contribution to a wide variety of conditions related to antisocial behavior,
including but not limited to, impulsivity, hyperactivity, anxiety, depres-
sion, risk taking, thrill seeking, drug abuse, IQ, extroversion and introver-
sion, positive and negative emotionality, empathy, conscientiousness,
ADHD, mental illness, conditionability to punishment, and aggression
(Robinson, 2004).

Studies like those mentioned earlier do not advocate or even call for
crime prevention strategies that address or manipulate genes; instead, as
already noted, the most logical approach is to modify either the brain
chemistry of those who suffer from such conditions (through measures
such as medication and mental health therapy) or the environmental
conditions that allow the genes to express themselves. The former is an
example of secondary crime prevention, whereas the latter is an example
of primary crime prevention. Ironically, genetic studies suggest that the
most effective crime prevention strategies would be utilized at various
levels of social systems (e.g., within families, communities, organizations,
and society at large).

Neurological Studies

Recent research has also illustrated relationships between brain dysfunc-
tion and antisocial behavior in adults, including brain abnormalities
(e.g., traumatic brain injury, brain damage due to illness, epilepsy) associ-
ated with sexual murder (Briken, et al., 2005). Further, studies of juvenile
murderers have demonstrated clear evidence of neurological impairments
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caused by premature birth, other birth problems, histories of head injur-
ies, and family abuse victimization (Lewis, et al., 2004). Additionally, right
temporal lobe reductions have been implicated in early onset conduct
disorder (Kruesi, 2004).

According to Adrian Raine (2004):

There are . . . 71 brain imaging studies showing that murderers, psychopaths,
and individuals with aggressive, antisocial personalities have poorer functioning
in the prefrontal cortex—that part of the brain involved in regulating and con-
trolling emotion and behavior. More dramatically, we now know that the brains
of criminals are physically different from non-criminals, showing an 11% reduc-
tion in the volume of grey matter (neurons) in the prefrontal cortex.

The significance of this reality for crime prevention is summarized by
Raine: “Literally speaking, bad brains lead to bad behavior . . . One of the
reasons why we have repeatedly failed to stop crime is because we have
systematically ignored the biological and genetic contributions to crime
causation.”

As we find with genetic studies, studies of the brain also tend to have
policy implications for social systems. One example is preventing the
behaviors that actually cause brain dysfunction, including child abuse,
head injury, and unhealthy pregnancies. Such efforts would reduce brain
dysfunction and a wide variety of violent acts. Another example would be
to make efforts to reduce environmental pollution.

Environmental toxins such as mercury and lead poison the brain and
can impair attention, memory, spatial and motor function, and lead to
deficits in intelligence as measured by IQ levels (Lamphear, 2005; Murata,
et al., 2004; Trasande, et al., 2005). Since unborn babies are exposed to
hundreds of harmful chemicals in the womb—many of which are associ-
ated with increased antisocial behavior—the prevention implications of a
cleaner environment are clear (Houlihan, et al., 2005). Logical crime pre-
vention implications would range from placing regulations on businesses
that pollute the environment to encouraging alternative forms of trans-
portation such as trains, subways, and buses.

Nutritional Studies

We have known for quite some time that diet affects behavior in at least
two ways. First, unhealthy diets contribute to antisocial behavior (whereas
healthy diets reduce it). Second, food additives such as MSG and aspar-
tame can poison brain cells in conjunction with artificial colorings, which
can produce conditions such as attention deficit hyperactivity disorder
(ADHD) (Lau, et al., 2005). Diets free from pesticides (i.e., organic foods)
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are associated with decreased likelihood of learning disorders and
behavioral problems (Lu, et al., 2005).

Malnourishment at a young age is associated with hyperactivity, low-
ered IQ, and aggression at later ages (Liu, et al., 2004). This suggests that
dietary manipulation should work to alter problematic behaviors. In fact,
studies show that dietary manipulation is effective at reducing antisocial
behavior of children in schools and adolescents and adults within cor-
rectional facilities (Robinson, 2004).

This is logical given the typical diet of American children, which is high
in fats, calories, and cholesterol, but low in fruits, vegetables, vitamins,
minerals, and whole grains (Robinson, 2004). Deficiencies in fruits, veget-
ables, vitamins, and minerals (such as iron) are associated with increased
risks for ADHD (Konofal, et al., 2004) while vitamins including C, B6 and
manganese can reduce symptoms of ADHD (Joshi, et al., 2005; Mousain-
Bosc, et al., 2006). Given the link between ADHD and antisocial behavior,
dietary changes will logically reduce antisocial behavior.

Omega-3 fatty acids (e.g., eicosapentaenoic acid or DEA) have been
successfully used to reduce symptoms of depression in children (Nemets,
et al., 2006), as well as patients suffering from bipolar disorder (Osher,
et al., 2005). Deficiencies in this substance (which is not naturally pro-
duced in the body) have been associated with attention deficits, depres-
sion, lowered IQ, and learning disabilities, as well as impulsive and violent
behaviors such as homicide (Daniels, et al., 2004; Hibbeln, et al., 2004;
Richardson & Montgomery, 2005). Additionally, zinc supplements admin-
istered to teenagers improves attention as well as memory and has
been demonstrated to be beneficial to children with ADHD (Penland,
et al., 2005).

It would appear that not only is a significant portion of conditions such
as ADHD explained by poor diet, but also that dietary changes can help
overcome other life disadvantages, such as poverty. However, dietary
manipulation must be implemented carefully for too much of a good
thing is not always a good thing. For example, excessive manganese levels
can interfere with intellectual function in youth (Wasserman, et al., 2006).
Further, low cholesterol levels are found to be related to school problems
(e.g., suspension or expulsion due to aggression) in some youth (Zhang,
et al., 2005). Yet, the fact remains that a proven strategy for reducing
antisocial behavior is dietary manipulation.

Parenting Studies

Most criminological research, being sociological in nature, blames delin-
quency and other forms of childhood and adolescent antisocial behavior
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on factors such as bad parenting. Risk factors identified in the literature
include child neglect; parental rejection; overly permissive parenting;
authoritarian parenting; harsh, brutal and violent discipline; abuse;
inconsistent discipline; low attachment, commitment, involvement and
supervision of children by parents; parental deviance; single-parent
families; and large families (Robinson, 2004).

Yet, recent research shows that there is a two-way relationship between
parenting and deviant adolescent behavior (Simons, et al., 2004). That is,
while parenting directly impacts childhood behavior, childhood behavior
also impacts parenting. As an example, good parenting is strained when a
child misbehaves, especially in a chronic and repeated way.

Crime prevention policies must include measures intended to increase
the tendency of parents to utilize parenting styles that naturally reduce
tendencies for antisocial behavior. Examples include encouraging and
providing affordable or tax-supported parenting classes or more contro-
versially, parenting licenses.

What is really interesting about the effects of parenting on behavior is
that it begins before birth, for reasons related to prenatal conditions. For
example, nutritional intake of pregnant women impacts attention levels of
infants and toddlers. Studies show that maternal diets rich in omega-3
fatty acids (e.g., docosahexaenoic acid or DHA) are beneficial to young
children for years (Colombo, et al., 2004).

One factor that has been implicated in ADHD as well as antisocial
behavior (including delinquent behavior in adolescence and criminality in
adulthood) is maternal smoking during pregnancy (Button, et al., 2005;
Linnet, et al., 2006; Wakschlag, et al., 2006; Yolton, et al., 2005). Another is
maternal alcohol use during pregnancy, which at an extreme can produce
fetal alcohol syndrome (FAS) and at even mild levels can produce
impaired moral reasoning as well as delinquency (Schonfeld, et al., 2005).
And after birth, iron deficiencies in new mothers can produce mild
forms of child neglect and generally less loving parenting strategies which
themselves promote criminality (Perez, et al., 2005).

Educational campaigns—honest and rooted in empirical science—
should be designed and implemented to encourage healthy pregnancies
and to discourage unhealthy habits such as drug use during pregnancy.
Parenting classes are but one way to accomplish this.

Conclusion

As should be obvious based on this review of the integrated systems theory
as well as other biosocial approaches, none emphasizes biological risk
factors exclusively for purposes of crime prevention; instead, the authors
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posit that biological factors influence behavior in conjunction with (and
sometimes dependent on) social factors. The logic of such interdepend-
ence lies at the heart of IST and all biosocial theories of crime. With
regard to the four factors discussed in this chapter (i.e., genetics, neurol-
ogy, nutrition, and parenting), it is rather simple to explain that each not
only affects the others, but also that each, in turn, depends on the others.

First, genes influence neurological function (i.e., allelic variation on
genes affects levels of neurotransmitters in the brain). This suggests that
the genes we inherit from our biological parents at the moment of concep-
tion help determine levels of serotonin, dopamine, norepenephrine, and
other naturally occurring brain chemicals, each of which is related to the
likelihood of antisocial behavior.

Second, genes also influence parenting style (i.e., allelic variation on
genes impacts whether an adult utilizes authoritarian, authoritative, or
overly permissive parenting approaches). This suggests that the genes we
inherit from our biological parents at the moment of conception help
determine how adults parent their children; for example, whether they
are overbearing, unforgiving, and abusive; or whether they are firm yet
respectful and loving; or whether they set down no meaningful rules and
allow their children to rule the household. Of course, how people are
parented when they are children also matters greatly.

Third, parenting style impacts nutritional intake (i.e., parenting
approach affects the kinds of food consumed by children as well as how
open children are to trying new foods). This suggests that how adults
parent their children significantly impacts not only whether children eat
healthy diets but also whether their brains will function properly or will
be constrained by conditions such as hypoglycemia, hyperactivity, atten-
tion deficits, etc., each of which is related to the likelihood of antisocial
behavior.

Fourth, there is a two-way relationship between nutritional intake and
neurological function (i.e., levels of neurotransmitters in the brain are
directly impacted by the foods consumed by a person, and neurotransmit-
ter levels in the brain impact the foods a person desires to consume).
Similar to the proposition stated earlier, this suggests that the food we
regularly consume will significantly impact brain function, which is
related to the likelihood of antisocial behavior.

Understanding the complex realities of human behavior, as illustrated
in the four examples given earlier, allows us to better grasp why it takes the
forms it does in given contexts and circumstances. If our goal is to prevent
criminal and antisocial behaviors, the more we understand them, the
better our chance to prevent them. Since biosocial criminological research
helps us better understand the factors that promote criminality, it has
great potential to greatly reduce criminality in the United States.
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Glossary/Index

5HTT serotonin transporter gene variant of this gene associated with
increased risk for substance abuse, novelty-seeking behaviors, school
problems, and aggression among adolescents and violent behavior
among adults  213, 215, 217, 255

7-repeat allele  65–6
Acamprosate  186
acetylation an epigenetic process which has the effect of loosening or

relaxing histones and thus making the likelihood of genetic expression
greater  41

achondroplasia  59
adaptation executors  16
adaptations any anatomical, physiological, or behavioral trait that

arose and promoted its own frequency via an extended period of
selection because it enabled its possessor to survive and reproduce
14

adaptive criminal behaviors  16–18
adaptive problem a problem of survival or reproduction  90
adaptive strategy an organized set of behaviors that together constitute

an adaptation  235–6
admixture  142–3
ADOA2A  215
adolescence a period of fine-tuning post-pubescent individuals’ body and

physiology to produce maturation of adult social and cognition
behaviors  157–62; brain in  114, 159–62; hormones and evolution
157–9

adolescent limited (AL) offenders in Terrie Moffitt’s theory, “normal”
individuals whose offending is limited to adolescence and which does
not reflect any stable personal deficiencies  167–9, 170

adoptive children: brain imaging in  85; evocative gene/environment cor-
relation  37

ADRA2A  215



ADRA2C  215
ADRAB  215
adulthood, definition  157
advantaged environments  34
age  111; crime and, evolutionary psychological perspective  97–101; as

predictor of antisocial behavior  30
age/crime curve a consistent phenomenon across time and culture in

which antisocial behavior increases rapidly during adolescence and
then slowly declines  97, 99, 100, 106, 113–14, 154–72; invariant
97–8

aggression action with apparent intent is to inflict physical injury on a
member of the same species 59, 190 ; 5-HTTLPR short allele and  67;
brain and  22–3; DAT1 gene and  63; female same-sex  131–2; female
spousal killers and  129; hereditability coefficients for  34, 35; sex
differences  125

agonists an exogenous chemical (i.e., medication) that binds to a receptor
site in the brain and stimulates it  186

alcohol abuse  50, 59, 111, 176–87; 5-HTTLPR short allele and  67; A1
allele of DRD2 in  63; crime and 179–80 ; serotonin and  181–2

alleles alternative copies of a gene  56–7
alternative strategy an adaptive strategy that is strongly influenced by

genetic factors  237–8
amino acids  53
amphetamines  181
amygdala an almond-shaped structure of the limbic system associated

with learning, memory and the regulation of emotions  19, 77, 124,
159, 218; psychopathy and  232

ancestral environment  92
ancient reward pathway  181, 182
androgen  191
anisogamy a situation in which the gametes contributed to reproduction

by the two sexes are of different size  119
anorexia  50, 62
antagonists an exogenous chemical (i.e., medication) that occupies a

receptor site, either partially or fully, and blocks the effects of a given
substance  186

antisocial behavior  191
antisocial personality disorder (ASPD) a condition characterized by

repeated law violations, lying, reckless behaviors, and a demonstrable
lack of guilt  80, 165, 183, 226, 227, 254

anxiety  230
aspartame  256
ASPM (abnormal spindle-like microcephaly) gene  145
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assortative mating the mating of males and females having more charac-
teristics in common than likely in random mating; like seeking like
171

atavism  11
atoms  31–2
atrophy wasting away or decrease in size  80
attachment  22
attention deficit/hyperactivity disorder (ADHD) a chronic neurological

condition that is behaviorally manifested as constant moving and
restlessness, low levels of inhibitory control, impulsiveness, difficulties
with peers, frequent disruptive behavior, short attention span, aca-
demic underachievement, risk taking behavior, and proneness to
extreme boredom  50, 59, 126, 212, 214, 215, 255; 5HTT as predictor
of  217; 5-HTTLPR short allele and  67; 7-repeat allele in DRD4  65;
child deprivation and  85; DAT1 gene in  63; food additives and  256;
genes, career criminality and  221; malnourishment and  257; parent-
ing studies  258; as risk factor for serious delinquency  162–6; sub-
stance abuse comorbidity and  181

authoritarian parenting an approach to parenting marked by strict
adherence to rules and severe discipline including violence  258

authority conflict pathway  166
autonomic nervous system part of the peripheral nervous system that

regulates involuntary functions, such as heart beat and breathing. It is
divided into two systems: sympathetic and parasympathetic nervous
systems  77, 231; arousal under threat  44–5; delinquency abstainers
172

autosomes the 22 pairs of non-sex-determining chromosomes  55
axons  60
Baclofen  186
basal nuclei (basal ganglia) clusters of neurons that help to control body

movement  77
bases: in DNA  51–3, 54–5; in RNA  54–5
Bateman principle  119
behavior genetics the discipline that studies the degree to which genes

influence personality, characteristics, and behavior  9
behavioral activating system (BAS) neurological system that motivates

behavior; associated with the neurotransmitter dopamine and with
pleasure centers in the brain  23–4, 164, 181, 207, 230, 231, 232

behavioral inhibition system (BIS) Neurological system that modulates
or inhibits behavior; associated with the neurotransmitter serotonin
23, 164, 181, 207, 230, 232

BiDil  150
bioecology  184
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biological determinism  115
biosocial criminology an approach to criminology that integrates data,

concepts, and methods from the biological sciences into traditional
criminological approaches  7, 83, 205–6, 207; nutshell model  26

bipolar disorder  41
black overrepresentation in crime  145–6
brain: adolescent  114, 159–62; antisocial and criminal behavior and  78;

development  74–6; pre-experiential organization  21; race and  145;
responsiveness to environment  19–21; size  74, 145; structure and
function; violence and  22–3

brain dysfunction some interference with normal brain function, as in
brain injury  246, 251

brainstem lower part of the brain that connects to the spinal cord, it
includes the medulla oblongata, the pons, the midbrain, and the
reticular formation  76

Broca’s areas part of the cortex involved in language, speech, and com-
prehension, connected to Wernicke’s area by a neural pathway  77

Brownian motion  32
bulimia  50, 62
Burton, Richard Francis  239
candidate genes for antisocial phenotypes  61–2
career criminals a small group of offenders, usually less than 10% of a

population or sample, that accounts for the bulk of crime and the
majority of serious violent offenses in that population  209–21; endo-
phenotypes and  215–18; molecular genetics and  213–15; pheno-
types, environmental conditions, genes and  218–21

castration  191–2
catechol-O-methyltransferase see COMT
CCK  215
cell, atomic structure of  30–1
central dogma of molecular biology the process by which DNA is con-

verted into proteins  54–5
central nervous system part of the nervous system that includes the brain

and the spinal cord  77
cerebral cortex  77–8
child abuse, response to  84
child neglect failing to provide for basic needs of children  258
CHNRA4  215
chromosomes threadlike structures where genes are located; all healthy

humans possess 23 pairs  55
cingulate gyrus part of the limbic system involved with emotion forma-

tion and processing, learning, and memory  19, 77
classical conditioning  232
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Clinton, Bill  142
clustering grouping together of risk factors  249
cocaine/crack  177, 181, 184
cognitive remediation  186
cognitive traits: environment and  35; genetic effects  35
collective social behavior  149–50
common couple violence  130
comorbidity the simultaneous occurrence of more than one outcome, as

in co-occurring disorders  181
competition: cost of  98–100; male reproductive benefits  98
computerized tomography (CT) a neuroimaging technique that uses X-

rays to provide a 2-dimensional representation of the brain’s struc-
ture  78–9

COMT an enzyme that metabolizes catecholamines  67, 68, 69, 215, 217
COMT gene variant of this gene is associated with low levels of prefrontal

cortical function and increased antisocial behavior  255
concept a key word in the proposition of a theory that stands for some-

thing in the real world; part of a theory  244
conditional strategy an adaptive strategy that is adopted in response to

environmental contingencies  237–8
conduct disorder (CD) a behavioral and emotional disorder that mani-

fests itself in the repetitive and persistent display of serious antisocial
behavior  10, 65, 66, 126, 194, 212, 214–15; 5-HTTLPR short allele
and  67; genetics studies  254–5; as risk factor for serious delinquency
162–6

corpus callosum a bundle of nerve fibers that connects the two cerebral
hemispheres of the brain allowing for them to communicate with one
another  81

cortex  77–8; frontal  4, 78
cortical atrophy  80
crime prevention efforts to stop criminal behavior from occurring

before it occurs  243–4; genetics studies  254–5, 259; using integrated
systems theory  249–54; neurological studies  255–6, 259; nutritional
studies  256–7, 259; parenting studies  257–8, 259; theory and
244–5

criminogenic factors things that produce criminality in individuals,
groups, communities, and societies, as in risk factors  243

criminological theory explanations of crime stated in the form of pro-
positions  244

cuckoldry  91–2, 129
cultural materialism a scientific paradigm that places emphasis on

understanding change in human cultures as a result of adapting to the
material circumstances of a given habitat  184
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CYP19  215
cystic fibrosis  59
Dalton, John  31
Darwin, Charles  13–15
Dawkins, Richard  11
DBH  215
decision theory  90
defiance/disobedience  166
deficient response modulation  232
delinquency  9, 114; adolescents who abstain from  171–2; patterns of

166–7; risk factors  162–6; role of genes in  172
delta-9-tetrahydrocannabinol  181
dendrites  60
deoxyribonucleic acid see DNA
depression  50, 62
desistance discontinuation of a criminal career  170–1
developmental criminology a subfield within the academic discipline of

criminology focused on how criminality is initiated and desists over
time  248

diathesis-developmental model  237
disadvantaged environments  34
divorce, testosterone and  100
dizygotic twins  32; environment and  34–5
DNA a self-replicating nucleic acid that carries genetic information in a

cell  51; analysis  39; base pairs  51–3 ; definition  11; double-helix
structure  51, 52; genetic data from  10; methylation  41

DNA methyltransferase  41
docosahexaenoic acid (DHA)  258
dominance action with apparent intent is to achieve or maintain high

status, i.e. to obtain power, influence, or valued prerogatives, over a
conspecific  115, 190

dominance contest competition between two individuals for higher
status; usually carried out by trying to stress opponents until they
concede high status. These contests are usually subtle, and partici-
pants may barely be aware that they are competing  115; among young
Black men  201–3; honor culture  201–3; murder and  198–200;
testosterone and  196–8

dopamine an excitatory neurotransmitter that is found in the brain and
which is an integral part of the pleasure/reward system of the human
body  19, 62, 67, 114, 160, 181

dopamine receptor genes  58; type 1 (DRD1)  215; type 2 (DRD2)  63–5,
181, 213, 214, 215; type  3 (DRD3)  215; type 4 (DRD4)  65, 183, 213,
214, 215, 217; type 5 (DRD5)  215
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dopamine regulating gene, DRD4 Variant of this gene related to dimin-
ished executive function and attention deficit hyperactivity disorder
255; see also dopamine receptor genes

dopamine transporter gene (DAT1)  59, 62, 63–5, 213, 214, 215, 217
dopamine transporter protein (DAT)  62
dopaminergic polymorphisms  25, 61, 62–6
dorsal anterior cingulate frontal portion of the cingulated cortex related

to rational cognition  84
drug abuse  111
drug dependence, definitions of  177–9
drugs–violence nexus, tripartite conceptual framework  179
DSM-IV substance dependence  178
dual pathway theory  167–9, 170
Durkheim, Emile  16, 29
economic–compulsive domain, drug related violence and  179
Edelman, Gerald  21
effortful control  125
egoism  35, 240
eicosapentaenoic acid (DEA)  257
Einstein, Albert  32
electroencephalograms (EEGs)  18
emotionality, negative  35
emotionless processing  236
empathy  10, 35
empirical validity the degree to which a theory is supported by empirical

evidence and studies  244
endocrine system a system of glands including pituitary, thyroid, pan-

creas, thymus, adrenal, and gonads, that secrete hormones into the
bloodstream  77

endophenotype heritable neurophysiological, biochemical, endocrino-
logical, neuroanatomical, or neuropsychological constituents of
behavioral disorders that are assumed to have simpler genetic under-
pinnings than the disorders themselves  183, 206, 215–18

environment of evolutionary adaptedness  92
environmental toxins pollutants in the physical environment that can

produce brain dysfunction and increase the risk of antisocial
behavior, as in mercury and lead  256

environmental variation  35
environmentality in behavior genetics, 1 – h˚ = c˚, which is the

proportion of variance in a trait accounted for by the environment
33–6

enzymatic degradation polymorphisms  62, 67–9
enzymes proteins that accelerate chemical reactions, and in the
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degradation process, they are released into the synapse where they
metabolize (break down) neurotransmitters  11, 251

epigamic display the display of a trait or quality which is attractive to
members of the opposite sex  123, 131

epigenesis a metaphysical belief that humans are not destined by their
genes to develop in some predetermined way as preformationism
avers  8

epigenetics The scientific study of how internal and external environ-
mental factors change gene function without altering DNA sequences
8, 9, 10, 40–2; in criminology  43–5; of nurturing  42–3

epinephrine  67
epiphenomenon a by-product of a strategy that evolved to maximize

mating opportunities  235
ESRI  215
estrogen  77, 133
eugenics  11
evolution, human motivation and  15–16
evolutionary psychology the study of human behavior and psychology

with reference to human evolutionary history  13, 90–107; crime and
93–5; empirical puzzles  95–106

executive functioning  24; race and  147–8
executive governance components of the mammalian brain that in

humans includes the functions of planning, decision-making, and
impulse control  180

exons regions of a gene that code for the production of proteins  53,
54

experience-dependent process a brain developmental process reflecting
its ability to calibrate itself to the environment it encounters  20, 21

experience-expected process a brain developmental process that relies on
mechanisms that are hard-wired to “expect” exposure to certain
environmental experiences  20–1

explanation a statement that aims to explain why something occurs  244
extroversion  9
falsifed theory a theory that has been proven false  244
fear: psychopathy and  230–1; sex differences in  124–7
female criminality, evolutionary psychological perspective  96–7; poverty

and  132–3; robbery  127; same-sex  131–2; spousal killers  129
fetal alcohol syndrome (FAS)  258
fitness  14, 15
fitness maximizers  16
fitness variance, male  127
flight/fight system (FFS) a system of behavioral control chemically under-

lain by epinephrine (adrenaline). It is a component of the autonomic
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nervous system that mobilizes the body for vigorous action in
response to threats  24

FoxP2 gene associated with the use of verbal language in higher-order
beings. The gene is a transcription factor that produces a protein that
binds to DNA  140

fragileX syndrome  59
frequency the number of times a person is exposed to risk or protective

factors; generally the more frequently one is exposed the more it will
impact behavior  246

frequency-dependent strategy an adaptive strategy whose success
depends in part upon the success and relative frequency of opposing
strategies  235

frontal cortex frontal region of the cerebral cortex involved with complex
thinking processes  4, 78

frontal lobes one of the four major lobes of the brain that is associated
with planning, reasoning, personality, voluntary movement, and ver-
bal expression  76

functional magnetic resonance imaging (fMRI)  18–19, 25, 160
GABA  160
GABAergic pathway a pathway for the inhibitory neurotransmitter

Gamma Amino Butyric Acid (GABA)  183
GABR6  217
GABRA1  217
GABRA2  214–15
GABRB1  217
GABRB3  215
Galton, Francis  32
gambling, pathological: 7-repeat allele in DRD4  65; A1 allele of DRD2 in

63; DAT1 gene in  63
game theory  90
gamma-aminobutyric acid see GABA
gender and crime  111, 117–34; evolutionary accounts 121–4, parental

investment and reproductive success  119–21; as predictor of anti-
social behavior  30; sex differences in fear and self-control  124–7;
women and their crimes  127–33

gender-differentiated socialization  111–12
gene a segment of DNA that codes for the amino acid sequence of a

protein  32; on autosomes  56; in brain development  20; coding for
proteins  53–4; criminal  31; definition  11; in delinquency  172; fatal-
ism and  11–13; phenotypic variation and  58–60; on sex chromo-
somes  56

gene/environment correlation (rGE) the idea that genotypes and the
environments they find themselves in are not random with respect to
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one another  36–8, 206, 214; active  36, 37, 38; evocative  37, 38; pas-
sive  36, 38

gene/environment interaction (G x E) the idea that identical environ-
mental events have different effects on individuals depending upon an
individual’s phenotype. Also, genetic effects can depend on the
environmental background  12, 36–8, 59–60, 65, 67, 68–9

general intelligence the ability to reason, deductively or inductively, think
abstractly, use analogies, synthesize information, and apply it to new
domains  103–4; longevity and  105; reproduction and  105

generalized anxiety disorder  59
genetic determinism  8
genetic drift random changes in a gene within a population  141
genetic locus  55
genetic mutation any alteration to a gene that may change the expression

of a trait  141
genetic polymorphism  56, 64
genetics  51–5
genome an organism’s entire genetic information encoded into DNA  50
glial cells cells that support and protect neurons  74
glucocorticoid receptor (GRs) genes  43
glucose a simple sugar that is a major source of energy for the body  81
glutamate  160
gray matter unmyelinated nerve cells  76, 80
GRIN2B  215
haplogroups a group of similar haplotypes, which are a set of genetic

markers found on a chromosome. Haplogroups share a common gen-
etic ancestor  140–1

Hebbs’ axiom  76
heritability a measure of the extent to which variation in measured

phenotypic traits is genetically influenced  10; coefficients  32, 33,
34–6; environment and  32–3; environmentality and  33–6

heroin  184
hippocampus part of the limbic system responsible for memory forma-

tion  77
histone acetylation  41
holistic theories  30–1, 45
Holocaust  11
homicide: evolutionary psychological perspective  93–5; gender imbal-

ance  128–30; race and  199; testosterone and  198–200
Homo evolution  139–40
honor subcultures  115, 158, 201–3
hormones a chemical messenger secreted by one cell to have an effect on

other cells within the body  8, 251
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HTR1A  215
HTR2A  215
HTR1B  215
HTR1DA  215
human genetic variation  55–8
Human Genome Project (HGP)  50, 142, 221
human nature a collection of evolved psychological mechanisms  90
Huntington’s disease  59
hypothalamus part of the limbic system that regulates body temperature

77
imaging genetics  69
impulsiveness  10, 35; child deprivation and  85
impulsivity endophenotype characterized by preference for quick satis-

faction of desires  83, 126, 206, 217
inconsistent discipline a form of punishment practice when parents are

not consistent in the consequences for children who violate rules  258
INS  215
instinctual process  21
integrated systems theory (IST)  207, 243, 245–9, 258–9; crime prevention

using  249–54; risk factors 246,  247–8
intelligence see IQ
intelligences  46
intensity the strength of exposure to risk or protective factors; generally

the more intense the factor the more likely it will impact behavior
246

interpersonal crime  94, 105
intersexual competition  123
intimate terrorism  130
intra-sexual competition  93, 123, 127
introns regions of a gene that do not code for the production of proteins,

sometimes referred to as “junk” DNA  53, 54
IQ the ability of an organism to learn, to store and retrieve information,

and to use information to solve a problem  9, 10, 34, 46; average
weighted correlations  46–7; crime prevention and  252; criminality
and  103–6, 106–7; heritability coefficients for  34, 35; race and
147

lactation, cost of  119
lambda annual offending frequency  212
level of analysis a group of phenomena that can be studied independent

of other groups of phenomena; in the Integrated Systems Theory
there are six levels of analysis – cell, organ, organism, group, com-
munity/organization, and society  245

life expectancy, gender differences in  120
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life-course persistent (LCP) offenders in Terrie Moffitt’s theory,
individuals assumed to have neuropsychological and temperamental
deficits and who begin offending prior to the onset of puberty and
continue well into adulthood  167–9, 170–1

limbic system a group of structures, including the amygdala, hippo-
campus, hypothalamus, thalamus, and cingulate gyrus, that are
responsible for memory, emotions, and autonomic functions  19

low attachment a low level of love, affection, and caring between child
and parent  259

low fear hypothesis  230
magnetic resonance imaging (MRI) a neuroimaging technique that uses

magnetism and radio-frequency radiation to provide an illustration
of the structural properties of the brain  18, 75, 78, 79–80, 85, 161

magnitude gap the gap between what a crime victim loses and the perpet-
rator gains; the victim usually loses more than the perpetrator gains
235

male crime, evolutionary psychological perspective  95–7
male-female genetic arms race a situation in which a genetic advantage

evolved in one sex to its own benefit engenders a counter-response in
the opposite sex. Sometimes referred to as the Red Queen effect (from
Alice Through The Looking Glass) who told Alice “If you want to get
somewhere else, you must run at least twice as fast as that!”  130

male parental investment  95–6
male sexual jealousy  91–2
malnourishment vitamin and mineral deficiencies caused by improper

diet  257
mania  62
marijuana  177
marriage, testosterone and  100
mate guarding  92
mating effort the proportion of reproductive effort allotted to acquiring

sex partners  17–18, 99
medicalization of behavior regulating brain chemistry through the

admission of legally prescribed drugs  250
Mendel, Gregor  11
Mendeleev, Dmitri  32
mesolimbic reward system an area in the brain often referred to as the

reward pathway. This ancient system is comprised of the ventral teg-
mental area, the nucleus accumbens, and the prefrontal cortex lined
together via communication between neurons  180

messenger RNA (mRNA) Molecule that carries coded information from
the cell nucleus to the protein building factory in the cell  12, 40, 54

Met (methionine) allele  67–8
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methylation an epigenetic process which prevents the translation of DNA
into mRNA, and hence the protein the gene codes for is not manu-
factured  41

methylphenidate (Ritalin) a mild nervous system stimulant drug pre-
scribed to treat the symptoms of ADHD  163

microcephalin gene  145
microsatellites a polymorphism where a small number of base pairs (typ-

ically less than four) are repeated a varying number of times  58
Miller, Jerome  31
minisatellites a polymorphism where twenty or more nucleotide base

pairs are repeated a number of different times  58, 65
mitochondrial DNA (mtDNA) DNA found in the organelles of a cell  140
modern synthesis  14
Moffitt, Terrie  167–9, 170
molecular genetics  9, 38–40
monoamine oxidase A (MAOA) an enzyme that metabolizes neuro-

transmitters  213, 217, 219; polymorphism  40, 68–9, 83–4
monozygotic twins  32; environment and  34; phenotypic discordance  42
motivation, evolution and  15–16
MSG  256
Müllerian inhibiting substance  191
multivariate analysis of associations  215
murder see homicide
myelin  76
Naltrexone  186
natural selection the process by which organisms best adapted to their

environment are more likely to survive and transmit their genetic
characteristics to offspring while those organisms less adapted tend to
perish  13–15, 23, 90, 91, 113, 141

nature vs. nurture dichotomy  11, 22, 221
negative parenting  37
neocortex most recently evolved part of the cerebral cortex associated

with higher order thinking processes; the rational, thinking part of the
brain  19, 77

NET  215
neural Darwinism  21
neural plasticity  41
neuroimaging techniques a range of technologies that provide brain

scans  18; see also magnetic resonance imaging, functional magnetic
resonance imaging, magnetic resonance spectroscopy, positron emission
tomography, and single photon emission computed tomography

neurons nerve cells located in the brain  20, 74
neuropeptides a class of chemicals; e.g. vasopressin and oxytocin, that
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function as neurotransmitters or hormones and play roles in informa-
tion processing  44

neurosciences  18–19
neurotransmitters chemical messengers that shunt information across

neural networks  19, 60–1, 181–2
nicotine  181; 5-HTTLPR short allele and dependence  67
NMDAR1  215
non-shared (or unique) environment the environmental experiences

that make children from the same family different  34
norepinephrine  67
NOS3  215
novelty seeking a temperament trait characterized by seeking out stimu-

lating and often risky environments  65, 183
nucleus accumbens part of the limbic system; plays an important role in

the experience of pleasure and strongly implicated in addictions of all
kinds  19, 159, 160, 181

nurturant strategies efforts to enrich people’s lives in order to prevent
crime  42–3, 253

nutshell model of biosocial approach  26
OGOD (one gene, one disorder) Phenotypes that are caused by the pos-

session of a single gene  2, 59
omega-3 fatty acids substances found in foods such as salmon that are

used to reduce symptoms of depression in children as well as patients
suffering from bipolar disorder  207, 257

onset the beginning of the criminal career; the first emergence of anti-
social behavior  156, 212

opiates  181
oppositional defiant disorder (ODD) a clinical disorder characterized by

a recurrent pattern of negativistic, defiant, disobedient, and hostile
behavior towards authority figures  66, 126, 212, 215

orbital frontal cortex part of the prefrontal cortex that is involved in
cognitive processes  77, 233

overly permissive parenting an approach to parenting marked by little to
no rule setting by parents 258

oxytocin a peptide hormone secreted in the hypothalamus that has cen-
tral and peripheral effects 44, 119

parental investment, male  95–6
parental rejection disinterest by parents in their children; associated with

an increased risk of antisocial behavior  258
parenting effort the proportion of reproductive effort invested in rearing

offspring  17–18, 99
Parkinson’s disease  62
paternal advantage  121
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PCL-R  236
pedophiles, temporal lobe in  79
periodic table  32
persistence continuation of a criminal career  212
personality disorders, 5HTT as predictor of  217
personality traits: environment and  35; genetic effects  35
petty crime, women and  132
phenotype a measurable trait or behavior that is an expression of genetic

and environmental factors  51; genes and  58–60; variation in  35
phenylketonuria  59
physical attractiveness, criminality and  102, 107
pleiotropy genetic influences of a single gene on multiple phenotypic

traits  3, 59
PNMT  215
policy a set of rules or guidelines for how to make a decision  244
polygenic phenotypes that are caused by a multitude of genes, each with

relatively small effects 3, 11, 59
polygyny a mating system in which a single male mates with more than

one female  93, 100, 119; biological characteristics  120; male fitness
variance  121

polymorphism genetic variations of the same discrete gene product that
exist in a population (human blood groups are examples of genetic
polymorphisms)  12

polysubstance abuse, A1 allele of DRD2 in  63
positron emission tomography (PET) a neuroimaging technique that

assesses the functional properties of the brain by measuring glucose
metabolism in the brain and regional cerebral blood flow  19, 78,
80–1, 182

posterior parietal cortex part of the brain that plays a role in voluntary
movement  81

postsynaptic neuron  60
poverty: crime and  148; female petty crime and  132–3
preformationism a metaphysical belief that humans develop from a

fully preformed entity needing only a developmental process to
make them what they are predetermined to be; contrasted with
epigenesis  8

prefrontal cortex (PFC) anterior part of the frontal lobes of the brain
involved in complex cognitive behaviors, personality, and mood regu-
lation  4, 19, 159, 160, 161, 207

prefrontal dysfunction theory a neurological theory of criminality posit-
ing that PFC dysfunction leads to impulsive and immoral decisions
24–5

presynaptic neuron  60, 61
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primary crime prevention crime prevention efforts aimed at preventing
crime generally by focusing on all of society  243

priority a term that refers to the time period when one is exposed to risk
and protective factors; generally, the earlier one is exposed the more
likely it is to impact their behavior  246

prodrome early symptoms of a developing disease  212
program a set of services aimed at achieving specific goals and objectives

within specified individuals, groups, organizations or communities
244

project a time-limited program  245
prolactin a gonadotropic hormone secreted by the anterior pituitary. In

females it stimulates growth of the mammary glands and lactation
after parturition  119

property crime, evolutionary psychological perspective  94
proposition a sentence that states a relationship between two or more

concepts; part of a theory  244
proprietary jealousy  129
protective factors things that generally reduce one’s risk of antisocial

behavior upon exposure  246
proteins complex molecules that are essential to life and that perform a

wealth of duties for the body 53–4
psychological mechanism an information-processing procedure or

“decision rule” which evolution by natural and sexual selection has
equipped humans to possess in order to solve an adaptive problem
90

psychopathy (psychopathic) a personality disorder with profound affect-
ive, interpersonal, and behavioral deficits related to various forms of
antisocial behavior  126, 184, 205, 206–7, 225–40; adaptive strategies
235–6; alternative vs. conditional strategies  237–8; biology of
229–39; cure for  239–40; deficit  232; emotional perception  231–3;
evolutionary psychology  234–40; fear and  230–1; heritability  233–4;
mating effort and  236; prosocial  239; psychology of  226–9; recogni-
tion of  226–9; startle potentiation  231, 236; synergy and society
234–5

Psychopathy Checklist, revised (PCL-R)  228, 229, 231
psychopharmacological phenomenon, drug related violence and  179
psychosis  42, 62
puberty the developmental stage that marks the onset of the transition

from childhood to adulthood which prepares us for procreation: age
of onset  161; brain and  159–62; changes during  76; hormones and
evolution  156–9

qualitative traits  35
quantitative trait loci (QTL) a QTL is a chromosomal locus of closely
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linked polymorphic genes the alleles of which are thought to affect
variance of targeted quantitative traits mapping  39–40

quantitative traits  35
race  111; behavior and maladaptation  143–6; differences in  113; evolu-

tion and  139–41; executive functioning and  147–8; existence of
141–3; genetic variation in  142; levels of crime and  143–4; links to
criminal behavior  137–8, 151; mechanisms linking to problem
behavior  146–7; as social invention  137–8; social organization and
148–50

racism  138
rage  200; evolutionary psychological perspective  94; psychological

mechanism  98; psychopaths and 236
reactive control  125
reductionism the process of examining a complex phenomenon at a more

fundamental level  29, 30
regional cerebral blood flow blood supply to specific regions of the brain

82
regularity how consistently one is exposed to risk or protective factors;

generally the more regularly one is exposed the more likely it will
impact behavior  246

reptilian system the oldest and most primitive part of the brain  19
response perseveration  232, 236
restorative justice an umbrella term for policies, programs, and projects

that are aimed at restoring crime victims and offenders  253
reticular activating system (RAS) part of the reptilian system; the “gate-

way” system of cortical arousal  19, 76–7
reuptake  61
reward dominance theory a neurological theory of criminality based on

the proposition that behavior is regulated by two opposing mechan-
isms  23–5; see also behavioral activating system (BAS); behavioral
inhibition system (BIS)

reward pathway, drugs and  180–1
ribonucleic acid (RNA)  54–5
ribosomal RNA  40
risk alleles  59
risk factor things that generally increase one’s risk of antisocial behavior

upon exposure  246, 247–8
risk factor approach explanations of crime that assert some people are

more likely than others to engage in crime, regardless of the situation
they are in; and some situations are more likely to have higher crime
rates regardless of the characteristics of the people who are in them
246

risk taking  158–9, 206
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robbery: domination and  127–8; females and  127; risks  128
Roper vs. Simmons case  114
Savanna Principle the human brain has difficulty comprehending and

dealing with entities and situations that did not exist in the ancestral
environment  103, 104

Savanna-IQ Interaction Hypothesis the Savanna Principle holds
stronger among less intelligent individuals than among more intelli-
gent individuals; more intelligent individuals are better able to com-
prehend and deal with evolutionarily novel (but not evolutionarily
familiar) entities and situations than less intelligent individuals  103,
104, 105, 106

schizoid/avoidant behaviors  59
schizophrenia  41, 62; Met allele in  68
scope the types and amount of crime explained by a theory  244
secondary crime prevention crime prevention efforts aimed at prevent-

ing crime more specifically at those who have already shown potential
for law violation and places that are most likely to host it  243

self-centeredness  228
self-control  83–4, 183–4, 206, 226, 227, 229, 244; endophenotype  216;

psychopathy and  240; race and 147 ; sex difference in  124–7
self-selection  148–9
sensation seeking  10, 35
serotonergic polymorphisms  61–2, 66–7
serotonin A neurotransmitter with inhibitory properties that modulates

behaviors and serves as the body’s natural brake system  19, 66, 114,
160, 181–2, 217

serotonin transporter promoter polymorphism (5-HTTLPR)  66, 67,
69

sex chromosomes determines sex; males have an X and a Y sex chromo-
some and females have two Y chromosomes  55

sex-differentiated evolutionary pressures  112
sexual behavior  16–18
sexual offender, temporal lobe in  79
sexual promiscuity  228
sexual selection  90, 91
shared (or common) environment the environments experienced by

children reared in the same family that are assumed to make them
similar  34

shyness  59
sickle-cell anemia  59
single nucleotide polymorphism see SNP
single photon emission computed tomography (SPECT) a neuro-

imaging technique that assesses the functional properties of the brain
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by measuring glucose metabolism in the brain and regional cerebral
blood flow  19, 78, 82

slave trade  144, 145, 146
SNP (single nucleotide polymorphism) a polymorphism where one

nucleotide base is what differentiates one allele from another  57–8
social capital a store of positive social relationships one has accumulated

over the years from which one can draw when in need of help  171
social class, criminality and  101–2, 106
social disorganization a criminogenic risk factor consisting of poverty,

industrialization, population density, population turnover, residential
heterogeneity, and similar factors  253

social emotions emotions like love, guilt, and sympathy that are relevant
only in social contexts and which serve as internal controls of
behavior  225

socialization, childhood, psychopathy and  240
sociological criminology  73, 83
sociopathy a syndrome characterized by persistent and serious antisocial

behavior, thought to be caused by aversive child-rearing practices
226, 227

solipsism the belief that one’s self is the center of the universe  228
Spearman’s g  36, 46
splicing  54
SRY gene  190–1
startle potentiation  231, 236
strain theory  155
stress: hormones  22; testosterone and  197–8
structure analysis quantitative genetic analysis that places genes within

groups based on similarities in genetic markers  141
substance abuse  11, 114–15, 176–87; behavioral treatment  185–6;

contextual liabilities  184–5; dispositional liabilities  183–4; general
liability model  182–5; interventions for dependence  185–6; motiv-
ational treatment  185; pharmacotherapy  186; rates of offending
176–7

synapse a small gap that exists between neurons  60
synaptic cleft  60
synaptic gap  60
synaptic pruning  76
synergy the phenomenon in which the end product is greater than the

sum of the individual contributions to it  234–5
systemic level, drug related violence and  179
TDO2  215
teenagers, crime and  154–6; see also adolescence
temporal lobes one of the four major lobes of the brain that is associated
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with auditory processes, memory, and language  124; abnormalities
79; epilepsy  79, 80

termination the end of the criminal career  212
tertiary crime prevention crime prevention efforts aimed at preventing

crime in those people who have already committed crime  244
testosterone a hormone, produced more in males than females, that

causes the development of male physical characteristics  77, 100, 111,
115, 133, 161; in adulthood  195; age and function  193–5; anabolic
effects  193; androgenic effects  193; dominance behavior and,
reciprocal causation  195–6; dominance contests  196–8; dominance
contests among young Black men  201–3; evolutionary purpose and
surge  158; levels across life span  158; measurement  192; murder
and  198–200; perinatal  193–4; puberty and  157, 194–5; risk taking
and  158–9; synthetic modifications  193; violence and, in young men
190–203

thalamus part of the limbic system that functions as a motor and sensory
(except smell) relay station 77

theft, evolutionary psychological perspective  96–7
tolerance a physiological condition whereby the body requires an increase

amount of a given substance in order to achieve desired effects  179
Topiramirate  186
TPH1  217
traits, underlying criminal behavior  17
transfer RNA (tRNA) the molecule that “reads” the coded message from

the mRNA  12, 40, 55
translation  55
transporter proteins  60–1
TRH  215
‘turning points’  9
two-way sexual selection sexual selection that occurs bi-directionally so

that both sexes are ‘choosy’. Although in polygynous species (where
females make virtually all the parental investment) females choose
from a range of candidate male mates, under monogamy or bi-
parental care males should also become more selective about their
reproductive partners  131

uncinate fasciculus nerve fibers that connect the frontal lobe to the
anterior portion of the temporal lobe  85

Val (valine) allele  67
valid true, as in when a theory is supported by evidence  244
variation  14
vasopressin  44
versatility involvement in many as opposed to narrow forms of crime

212
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vesicles  60
violence see aggression
Wernicke’s area part of the cortex involved in language, speech, and

comprehension. It is connected to Broca’s area by a neural pathway
77

white matter  76
women, crimes and  127–33
Y chromosome (SRY gene)  190–1
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