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Previous investigations into raising IQ show that after an intervention ends, the effects fade away. This paper is an
attempt to understand onepossible reason for this fadeout; the idea that the effects fade because theywere not to
the underlying construct g. A large (N= 985) randomized controlled trial is re-analyzed to investigate whether
the intervention, which began at birth and lasted for the first three years of the children's life, raised the under-
lying cognitive factor of IQ tests. This was done under strict measurement invariance. The intervention indeed
raised the g factor at age three. No effects were seen at follow-up assessments at ages five and eight after the in-
tervention ended. Therefore, the raising IQ/raising g distinction is insufficient as an explanation for the fadeout
effect, as changes to the environment can improve g and still fade.
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1. Introduction

No psychological intervention is permanent; after a time, the exper-
iment ends. While the results of randomized controlled trials (RCTs)
allow us to understand causality (e.g. Shadish, Cook, & Campbell,
2002)—following children after an early intervention ends allows us to
test theories of causality in development. One phenomenon that has
come out of the research on raising IQ is the fadeout effect (Protzko,
2015; Bailey, Duncan, Odgers and Yu, 2015; Bailey, Watts, Littlefield
and Geary, 2015). After the intervention ends, the beneficial effects on
IQ fade away (see also Herrnstein & Murray, 1994; Howe, 1997). The
question is: why does the fadeout effect for IQ occur?

One possible reason is that when an intervention raises IQ scores it
does not raise the underlying trait of intelligence (Jensen, 1997). The
general cognitive ability factor, general intelligence factor, or g, is the
highest factor that occurs from a battery of cognitive tests. Since almost
all cognitive ability tests correlate with one another (Jensen, 1998), g is
meant to represent the latent construct that each test is measuring. This
theory differentiates effects on IQ scores (test scores) from g (trait of
intelligence) and from here on is referred to as the raising IQ/raising g
theory. A corollary would be teaching a sprinter to lean forward at the
end of a race to have their torso cross the finish line earlier. One did
not make them any faster (no change to the trait of speed), while still
lowering their time (manifest test score). The purpose of this paper is
to examine whether the raising IQ/raising g theory explains the fadeout
effect.

We first examine some of the assumptions of the theory. The first
assumption is that the g substantially differs from full-scale IQ scores.
People who do well on one cognitive test also do well on other tests;
this high correlation indicates the tests may all be measuring the same
underlying construct (Jensen, 1998). This construct, the name for the
single factor extracted via factor analysis, is g (or general intelligence;
Cattell, 1971). While there are other ways to analyze the inter-
correlations of multiple cognitive tests (Gf-Gc, Horn & Cattell, 1967;
VPR, Johnson & Bouchard, 2005; CHC, McGrew, 2009), each method
still entails a g factor because of residual and group factor correlations
(see McArdle, Ferrer-Caja, Hamagami, & Woodcock, 2002; Blair, 2007,
2010; for well written critiques of g). A complete review of the merits
of whether g differs enough from IQ is far beyond the scope of this
paper. Many intelligence researchers believe they differ enough to be
considered related but distinct (e.g. Gottfredson, 1997; Jensen, 1998),
a view we share here. If we assume the two are not distinct then there
is no purpose to examine the raising IQ/raising g theory.

A second assumption of the theory is that raising IQ does not ensure
raising g. An IQ test is often composed of different subtests and these
subtests correlate with the g factor to different extents. The assumption
is mainly from IQ to g. One can raise IQ scores without raising g (as op-
posed to raising g without affecting IQ scores). When this occurs, the
gains are “hollow” (like the runner who leans forward to increase his
time). One way to see if g is raised is to examine the subtest scores fol-
lowing an intervention and see if it is related to the subtest's g-loading. If
one raised g, subtests that correlate heavily with g will increase more
than subtests that are less g-loaded; more g, more movement. If one
did not raise g then the more g-loaded a subtest, the less it is affected
(Jensen, 1997).

There are twoknown instanceswhere IQ goes upbut gdoes not: prac-
tice/retest effects and teaching to the test.When an individual takes an IQ
test—they receives a score that places their level of cognitive ability in
relation to others. When they take the test again, their score increases
due to practice/retest effects. For subjects new to IQ testing, these gains
are around 3–6 IQ points and come from myriad factors—including de-
creased anxiety, better understanding of instructions, better knowledge
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1 Children did not receivemathematics instruction during their time in the intervention
(first three years of life). It is possible that the intervention caused math gains by age 8
through non-g pathways, such as causing long-term increased motivation. We thank
Dr. Drew Bailey suggesting this.
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of how to allocate time to certain questions (Vernon, 1954, 1960). The
gains represent an increase in specific elements to the test-taking situ-
ation. Appropriately, across 64 studies on retest effects, g is unmoved by
practice and retest effects despite increases in IQ scores (te Nijenhuis,
van Vianen, & van der Flier, 2007; see also Estrada, Ferrer, Abad,
Román, & Colom, 2015).

For teaching to the test, Mediated Learning (Feuerstein, 1979) is a
program that exposes underprivileged individuals to the knowledge
and skills tested on IQ tests. Training procedures include direct training
on matrix-reasoning questions that differ only trivially from IQ tests
(Feuerstein, Rand, Hoffman, & Miller, 1980, p. 115–116). This experi-
mental paradigm is purposefully and admittedly teaching to the tests.
Appropriately, Mediated Learning increases IQ scores but has no effect
on g (te Nijenhuis et al., 2007). Retest effects and teaching to the test
represent ways to increase IQ scores without affecting g. We argue
these two paradigms are categorically different from interventions
that try to raise intelligence through intense environmental change or
pharmacological intervention.

The raising IQ/raising g theory is still strong. In 2014, ameta-analysis
of non-experimental studies of Head Start on IQ indicated that the gains
were largely unrelated to g. The authors concluded “The finding that the
IQ gains from Head Start were mostly on the non-g variance might ex-
plain why IQ gains from such programs fade with time” (te Nijenhuis,
Jongeneel-Grimen, & Kirkegaard, 2014). Therefore, this argument
must be addressedwith experimental methods and tested to better un-
derstand the nature of the fadeout effect. In this paper, we examine
whether a three-year intervention that started at birth raised g.

Using a paradigm that attempts to raise intelligence and not just IQ
scores, we examine the fadeout effect. A possible reason for the fadeout
effect is the gains in IQ were never to the underlying construct g; the
gains were merely to extraneous variance in the IQ test (Jensen,
1997). The gains were not real or appreciable in the first place, they
were not gains to g. This implies that the fadeout occurred because
without effects on g—there can be no lasting effect.

To fully disprove this theory we would have to show that interven-
tions that do not raise g fade, and those that do not fade never raised
g. This, however, seems unlikely to occur because there is as yet no in-
tervention studied that does not exhibit the fadeout effect. We propose
this theory is still testable because it invokes a difference between rais-
ing IQ and raising g. It suggests that something different would happen
if an intervention were able to raise g. Namely: it would not experience
the fadeout effect.

This provides us with two hypotheses that we explore in this paper:

H1) a genuine increase in IQ scores not from teaching to the test or
practice/retest effects will also raise g

H2) there should be no fadeout from an intervention that raised g, if
the raising IQ/raising g theory is correct.

We explore the relationship between the effects of an intervention
from birth on g. We use an intervention that did not try to manipulate
retest effects, which did not teach directly to the tests, but instead
tried to make a genuine and permanent gain in the lives of children.

We organize the analysis and results around our two hypotheses. To
test the first hypothesis, we re-analyze an intervention known to exhib-
it the fadeout effect. We test whether the intervention raised g by the
time the intervention ended. If the intervention did affect g it would de-
crease the likelihood that the fadeout effect is due to the raising IQ/rais-
ing g distinction. If the intervention did not affect g, this increases the
likelihood that the fadeout effect is due to the raising IQ/raising g dis-
tinction. To test the second hypothesis we explore whether there is
still fadeout after an intervention raises g.Given that the intervention af-
fected g, we explore whether there are continuing effects on g despite
the fadeout of IQ scores. If the intervention continues to have an effect
on g and does not fade, this increases the likelihood of the raising IQ/
raising g explanation of the fadeout effect. If, instead, there is still a
fadeout effect for results on g, the raising IQ/raising g distinction is an
unlikely explanation of the fadeout effect. It follows that the second
hypothesis is only testable in light of an initial increase to g.

2. Method

In a large national intervention, 985 low birth weight (≤2500 g;
LBW) children were provided an intense and cognitively demanding
environment during the first three years of their lives (see Intervention
section, also see Infant Health and Development Project, IHDP; Ramey
et al., 1992). The study aimed to ameliorate the negative effects of
being born at LBW. One of the many outcomes studied was the IQ of
the children.

Infants were randomly assigned at birth based on strata of birth
weight (high- and low-LBW—above and below 2000 g, respectively)
to the experimental or control group. By the end of the three year inter-
vention, childrenwho received the intervention had significantly higher
IQs (9.4 points, Ramey et al., 1992). At ages five and eight, two and five
years after the intervention ended, therewas nomore effect of the inter-
vention on the whole sample's IQ (Brooks-Gunn et al., 1994; McCarton
et al., 1997).

Unlike instances of teaching to the test (e.g. Skuy et al., 2002), this
intervention showed parallel gains in mathematics ability as well as IQ
five years after the intervention ended (McCarton et al., 1997), suggest-
ing, though not proving, the IQ gains were not empty.1 To test whether
the fadeout effect could be because of the raising IQ/raising g distinction,
we look at the effect of the intervention directly on g. The method used
here is a direct test of whether the intervention raised g, superior to an
indirect method of argument based on transfer.

2.1. Intervention

The intervention had three main components: home visits, atten-
dance at special full day child development centers, and parent support
groups. The home visits occurred weekly for the first year of the child's
life and then bi-weekly afterwards. Home visits provided emotional, so-
cial, and practical support, as well as information to parents regarding
their child's development. Children attended the development centers
50 weeks/year, 5–6 days per week for the second and third years of
their lives. Qualified and trained personnel staffed the development
centers and constructed educational activities. Parents met in support
groups seasonally for the last two years of the intervention (see
Ramey et al., 1992 for further details).

2.2. Measures

Children took the Stanford–Binet Intelligence Scale, form L–M, 3rd
edition (SB; Terman & Merrill, 1972) at three when the intervention
ended; the Peabody Picture Vocabulary Test-R (PPVT; Dunn & Dunn,
1981) and the Wechsler Preschool and Primary Scale of Intelligence-R
(WPPSI; Wechsler, 1989) at five; and the Wechsler Intelligence Scale
for Children-III (WISC;Wechsler, 1991), the PPVT, and theMatrices sub-
test from the Differential Ability Scales (DAS; Elliot, 1990) at eight years
old. The SB consists of groups of six questions administered in ascending
order starting at the age of the child. Each question is marked as either
correct or incorrect. The test was constructed without subtests. The
PPVT consists of series of words and four accompanying pictures. Indi-
viduals reason out which picture exemplifies the definition of the
word. The WPPSI consists of 12 subtests that load onto performance
(Object Assembly, Animal Pegs, Geometric Design, Mazes, Block Design,
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and Picture Completion) and verbal (Arithmetic, Sentences, Informa-
tion, Vocabulary, Comprehension, and Similarities) factors. The DAS
provides children with a pattern with a missing element and asks chil-
dren to complete thepattern. TheWISC consists of ten standard subtests
divided into Verbal (Information, Similarities, Arithmetic, Vocabulary,
Comprehension) and Performance (Picture Completion, Coding, Picture
Arrangement, Block Design, Object Assembly) factors.

2.3. Statistical analyses

To investigate whether the intervention directly affected g, we use
multi-group confirmatory factor analysis (MGCFA). MGCFA tests
whether the factor structure of the tests is the same between the
groups, andwhether there are any differences on the factors. This allows
us to create a g factor and test whether there were any differences be-
tween the experimental and control groups. This method is superior
to correlating gains and g-loadings asMGCFA has been shown to control
for type I error rates in this type of investigation (Lubke, Dolan, &
Kelderman, 2001). This procedure is chosen because previous methods
of investigating the raising IQ/raising g hypothesis have relied on corre-
lations between subtest gains and the g-loading of those gains (e.g.
te Nijenhuis et al., 2007, 2014). Those previous analyses have been
shown to be extremely biased in the presence of even minor violations
of the factor analytic model (Ashton & Lee, 2005; Dolan, 2000; Lubke
et al., 2001).

MGCFA tests whether the scores on higher order factors (such as g)
are the same between groups.We also testmeasurement invariance be-
tween the groups, which tests if the factor structure, factor loadings,
means, and variances are the same between the two groups (Dolan,
2000). It is possible that the intervention could actually change the na-
ture of the g factor, if so strict invariance (same factor structure, factor
loadings, and mean variance are the same) would not hold between
the groups.

Hypothesis 1. We use the individual items for this analysis because the
SBwas createdwith no subtests and as a 1 factor test (McNemar, 1942).
We use MGCFAwith strict factorial invariance (Dolan, 2000) on the age
three data to confirm: a) the same construct is being measured in both
the experimental and control groups, and b) the differences between
the groups exists on the g factor.

Hypothesis 2. To investigate whether there is still fadeout on the g fac-
tor after the intervention ends we perform a MGCFA with the age five
variables in a single g factor model, the age eight data in a hierarchical
g factor model, and the g factor at age eight regressed on the age five g
factor. We again use strict factorial invariance. If the fadeout effect still
occurs therewill be no effect on g at either agefive, eight, or the path be-
tween them.

3. Results

Hypothesis 1. Does an intervention that alters a child's life and raises
his or her IQ also raise g?

We used a tetrachoric single-factor analysis using theta parameteri-
zation (Millsap & Yun-Tein, 2004) with strict factorial invariance
(Dolan, 2000) to investigate model fit.2 In the strict invariance model
there were no improper estimates (all factor loadings and residual
variances positive, for example). The latent variable g was properly
2 We followByrne, Shavelson, andMuthén (1989) inmodel order.We beginwith an in-
variant model first followed by testing source of model misfit. This was done for the a
priori reason that the data here come from a randomized controlled trial. Thus, unlike oth-
er instances of measurement invariance of testing separate groups, we are dealing with
counterfactual and not comparison groups. This follows from the logic of random subpop-
ulations and invariance (Meredith, 1964). See Horn & McArdle, 1992 for a similar
approach.
identified for both experimental and control groups. All of the factor
loadings were positive, were coherent, and were significantly larger
than zero for both experimental and control groups. The single factor
model conformed to strict invariance (groups held invariant across fac-
tor loadings, thresholds, and error variances) across the control and ex-
perimental groups (See Table 1). The excellent fit indicates that the
strict invariance model adequately described the data; the same g is
being measured in both experimental and control groups.

Loosening the invariance constraints by letting groups vary across
error variances, factor loadings, or thresholds showed no change in
model fit (all ΔCFI ≤ .01; see Cheung & Rensvold, 2002; Chen, 2007 for
standards of model fit and comparison of statistics in invariance test-
ing); this means we have strong reason to believe the same construct
(g) was beingmeasured in both experimental and control groups. Strict
measurement invariance was established (Vandenberg & Lance, 2000).

For dichotomous item-level data,measurement invariance as shown
here means not only that the same measure (g) is being measured in
both groups, all error variances are the same, and all items load onto
the same factor equally, it also means any increase in g is equal across
item difficulties. If an intervention only increases ability on easier or
more difficult items (see Esposito et al., 2013 for an example), measure-
ment invariance would be violated. Strict invariance means a stable
increase across all item difficulties (See Table 2 in Appendix A for
item-level descriptives).

Having ascertained the same g is beingmeasured in both groups, we
can investigate whether one group scored differently on that construct.
Using MGCFA, we see that the experimental group scored significantly
higher on the g factor than did the control group (β = .496, 95%CI =
.356 to .636). Thus, we can see the IHDP caused an increase in the g fac-
tor, confirming our first hypothesis.

Hypothesis 2. There should be no fadeout from an intervention that
raised g, if the raising IQ/raising g theory is correct.

Age five: Two years after the intervention ended, the basic increase
in IQ seen at age three had faded out for the whole sample (Brooks-
Gunn et al., 1994). While the experimental group still had higher IQs,
the result was not statistically significant. Unfortunately, the individual
subtest data for theWPPSI is not available for analysis, so we derive the
g factor from the PPVT and the verbal and performance factors of the
WPPSI. We again use strict factorial invariance (Dolan, 2000) to investi-
gate model fit. The single factor model conformed to strict invariance
(groups held invariant across factor loadings, and thresholds) across
the control and experimental groups (CFI = .989, RMSEA = .079). As
before, we have strong reason to believe the same construct is being
measured in both experimental and control groups.

Age eight: Five years after the intervention ended, the basic increase
in IQ seen at age three was still absent in the full sample (McCarton
et al., 1997). We derive a g factor from the PPVT, the DAS, and all ten
subtests of theWISC. For the age 8 data we repeat the same procedures
above. The analysis first revealed single factor model (CFI = .919) did
not fit as well as a two-factor (CFI = .966) hierarchical model (consis-
tent with the factor structure of the WISC-III; ΔCFI = .047).

We investigated whether the intervention had enduring effects on
children at agefive andeight usingMGCFA (see Fig. 1). The fadeout effect
was still present on g, children in the experimental groupwere no differ-
ent in g than children in the control group at either age five (β = .048,
95%CI =−.089 to .185) or age eight (β= .035, 95%CI=−.098 to .169).

Therefore, the IHDP intervention raised g but still faded out.
Table 1
Fit indices for Strict invariance model and free error variance models.

Fit
index

Strict
invariance

Separate error
variance

Separate factor
loadings

Separate
thresholds

CFI .955 .954 .955 .956
RMSEA .038 .039 .038 .038



Fig. 1. Model used for the ages 5–8 MGCFA. PPVT = Peabody Picture Vocabulary Test, DAS = Matrices subtest of the Differential Ability Scales. All other abbreviations belong to WISC
subtests: Vocab = Vocabulary, Info = Information, Sim = Similarities, Arith = Arithmetic, Comp = Comprehension, PC = Picture Completion, PA = Picture Arrangement, BD =
Block Design, OA = Object Assembly. Note in the final model PPVT at ages 5 and 8 were allowed to covary, along with the WPPSI performance test at age 5 and the performance
latent variable at age 8. This was done to improve model fit and it did not alter the results. Loadings are for the control group/experimental group, respectively. Note that a latent
growth-curve model (or longitudinal modeling in general) cannot be modeled on this data, as there is no homogeneity of index (indicators for age 3 is item-level data as there are no
subtests, for age 5 is a test, and for age 8 is a latent variable).
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4. Discussion

The purpose of this article was to better understand the fadeout
effect, wanting to see if the raising IQ/raising g distinction was an ex-
planation. The IHDP was a nationally based intervention using LBW
children. The intervention began at birth and continued through
the first three years of the children's lives. Previous investigations
show the intervention raised the children's IQ. Now we see that not
only did it raise their IQ, but also raised g. This allowed us to explore
whether the effects on g faded out. If the effects did not fade, this
would increase the likelihood of the raising IQ/raising g theory as
an explanation to the fadeout effect: fade out only occurswhen an inter-
vention raises IQ but fails to raise g. If the effects of the intervention
faded on g, this would undermine the purpose of the raising IQ/raising
g distinction and decrease its likelihood as an explanation of the fadeout
effect.

When the intervention ended, the children had higher IQs and
higher g. Two years later, the beneficial effects on IQ and on g faded
out. Three years later still, when the children were eight, the effects on
IQ and on g remained absent.

The IHDPwas a study ofmassive scope and complexity that sawpos-
itive IQ gains for children—gains which then faded. A possibility for
explaining any fadeout effect is that the original benefits to IQ from an
intervention were hollow; they were not gains to g. Here, for the IHDP
intervention, this was not the case. The intervention did raise g and
still faded. Therefore, the raising IQ/raising g distinction is insufficient
as an explanation for the fadeout effect.

This does not mean that an intervention can only affect the underly-
ing construct or else be an example of teaching to the test. An interven-
tion can affect test-specific variance that is independent of an
underlying construct. However, if a scientific question is aimed at the
construct level, such as does an intervention raise intelligence (as a
construct), analysis should be aimed at the latent variable level and
not test-specific variance (Borsboom & Mellenbergh, 2002).

4.1. Alternate theories and stability and the fadeout effect

It could be argued that therewas no fadeout, but instead gmeasured
at age three is substantively different from gmeasured at age five. In this
study, as g is indexed by different tests, there could be a possibility that g
may not be the same construct between the ages. We find this unlikely.
A supplementary analysis reveals that the correlation between g at age
three and g at age five is so strong (r = .883, r = .86 for experimental
and control groups, respectively) that it is difficult to say g at the
different age groups are substantively different, when the correlations
between them indicate they are similar. This high correlation is a neces-
sary but not sufficient condition for the claim that g is not substantively
different at different ages (see Borsboom, Mellenbergh, & van Heerden,
2004). It is difficult to explain how the correlation between the two
processes can be so high while the trait under question not only ‘sub-
stantively changes’, but also shows the fadeout effect. Both the experi-
mental and control groups demonstrate the same stability of latent g
between ages 3–5. In addition, developmental work on the nature of in-
telligence indicates that a unitary g fits developmental models better
than a new g at each age (Žebec, Demetriou, & Kotrla-Topić, 2015).

In addition, systematic investigations into whether g is different
when extracted from different batteries has shown the g factor to be
invariant to the type of tests that make up the battery (Jensen &
Weng, 1994; Johnson, Bouchard, Krueger, McGue, & Gottesman, 2004;
Thorndike, 1987). Also, in investigations when the tests used remain
the same over ages, there is no change in factor structure over early de-
velopment (e.g. Bickley, Keith, & Wolfle, 1995). Such an argument does
not explainwhy the “changing g”would differ between groups. If the in-
tervention was targeted to age 3-specific cognitive processes, the initial
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increase in g would not be present as such teaching to the tests do not
transfer (te Nijenhuis et al., 2007).

This supplementary analysis also highlights the early stability of g
across ages. The correlation of ages 3–5 on g was over .86, and the cor-
relation of ages 5–8 was over .92. This suggests that, while the nature
of the test batteries may change and grow with development, the un-
derlying factor common among them is exceptionally robust. Therefore,
we can reject the idea that the nature of g changes substantially and is
responsible for the fadeout effect. To focus on the tests that make up
the battery and ignore the structure of those tests and correlations be-
tween factors undermines the idea of latent variables andmodernmea-
surement theory. It places the individual test above the construct, which
leads, in our opinion, inevitably back to operationalism. While the na-
ture of the test batteries may change and grow with development, the
underlying factor common among them remains robust. A full discourse
on the meaning of stability of g in development is beyond the scope of
this paper, though we will wade into it somewhat here. This treatment
is not exhaustive.

There are four types of explanations for developmental stability as
high as we observed in this study: i) the correlation is spurious;
ii) there is a causal connection between g at ages three to five (either
direct or indirect); iii) the same construct is being measured twice; or
iv) there is a common cause to both g at age three and five. As before,
the high correlation is a necessary but not sufficient for all of these
explanations.

We find the first explanation, that the relationship is spurious, to be
unlikely. The reason is not the magnitude of the correlation; it is based
on theoretical and causal knowledge of the development of intelligence.
After all, the divorce rate in Maine correlated with the per capita con-
sumption of margarine at r = .993 between 2000 and 2009.3 Spurious
correlations can take any magnitude.

It is also plausible that the high correlation is indicative of a causal
relationship. The correlation between lightning and thunder is nearly
perfect. This is not because thunder and lightning are the same thing,
but instead because lightning causes thunder (the rapid expansion of
air from being heated by lightning). Similarly, there may be a causal
connection between g at each age, explaining the high correlation.
These causal connections could be either direct (g at age three causes
g at age five; see Žebec et al., 2015) or indirect (g at age three causes in-
dividuals to self-select and be selected into environment which cause g
at age five; e.g. Bronfenbrenner & Ceci, 1994). This account has themost
immediate intuitive appeal, but runs into problems with the data pre-
sented here. If g at age three causes g at age five, then the intervention
effects should still be present. Instead, we observed not only a complete
fadeout on g at age five, but no overlap whatsoever in the effect sizes
(lower bound at age three = .356, upper bound at age five = .185). In
fact, g at age three explains 78% of the variance of g at age five. If we ob-
served a stability of intervention effects and attribute any loss to the less
than perfect stability, wewould not observe the drop in effect seenhere.
The intervention effects at age five given 78% of intervention effect size
is .278, outside of the CI of age five effects. This suggests that the inter-
vention did not have a stable effect and merely faded because of the
less than perfect stability between ages 3–5, something else is at work
(see Fig. 2). It also suggests there may not be a causal connection be-
tween g at different ages (see also Protzko, 2015).

It is possible that the stability shown here is because the same con-
struct g is being measured twice. For a long time the concept of g has
been considered a generalmental capacity and capability (e.g. 52 signato-
ries in Gottfredson, 1997; Gottfredson, 2009) and specifically not a skill.
This stands in contrast to other latent constructs, such as mathematical
ability (see Bailey, Watts, Littlefield & Geary, 2014) which contain both
trait-like ability and state-like skill components. Since g is considered by
many to be a capacity, we might say that g at even the earliest ages is
3 http://www.tylervigen.com/view_correlation?id=1703
the same as g in adulthood. Though manifested differently, the capability
remains the same. Though intuitively unappealing, the notion of capacity
has the ability to remain the same over development. More theoretical
work must be done to better enlighten the debate on this point.

Finally, the high correlation could be due to a common cause. The
stability of height is exceptionally robust as well, the correlation of
height between age nine and adulthood is .83 (Tanner, Whitehouse,
Marshall, & Carter, 1975). This could mean that the ‘height’ at age nine
and adulthood is the same thing, with height conceptualized as: the
inter-individual difference in centimeters from the bottom of one's feet
to the top of one's head. Though mean values of that distance will
grow with development, the measurement of the inter-individual differ-
ences remains the same. This reflects a kind of differential continuity
(opposed to absolute, structural, ipsative, or heterotypic continuity;
which concern, respectively, overall level, factor structure, within-
person processes, and coherence across multiple behaviors; see Caspi
& Roberts, 2001). This could also be because height at age nine has a
common cause as height at adulthood, the unfolding of a genetic predis-
position. A similar process could be at play in the development of intel-
ligence, g at age three correlates with g at age five due to a common
cause, the unfolding of common genes (e.g. Haworth et al., 2010). We
find this common-cause the most likely explanation for the stability of
g, though the same construct measured twice cannot be discounted.

In the end, however, any explanation of the fadeout effect which
posits changing g as a cause of the fade (for whatever reason) carries
with it the implication that interventions which raise g in adulthood
would be permanent. If development is the cause of the fading, when
that cause is removed, the effects would go as well. While there has
not been a systematic investigation of the fadeout effect in adulthood,
we find this implication unlikely. In addition, the rate of developmental
change is highly nonlinear, yet interventionswhich start later in a child's
life fadeout at the same rate as thosewhich start earlier (Protzko, 2015).

5. Conclusion

An early solution proposed for the fadeout effectwas that the raising
IQ/raising g distinction was at play, but instead while the gains to IQ
scores faded, the gains to g remained. Specifically: “For instance, those
who introduce such an argument never apply it in order to support
the view that ‘fading’ or ‘wash-out’ effects do not indicate ‘real’ decre-
ments in intelligence, although that would be quite a reasonable view
to hold, especially since in a number of the studies in which fading has
taken place children have continued to show other kinds of gains that
point to increases in intelligence, such as improved school perfor-
mance.” (Howe, 1997; p.60). In this study we see no such continuation
of g gains.

Even though we can raise g—that does not mean those gains will be
permanent. The remaining gains to both IQ and g fade. The fadeout ef-
fect is unlikely due to a given intervention raising IQ test-specific ele-
ments and not general intelligence. Whatever reason for the fadeout
effect, the raising IQ/raising g distinction is not it.

The other possibility thus far proposed for the fadeout effect
concerns where the children end up after an intervention. Most inter-
ventions, this one included, use children from underprivileged back-
grounds. After the intervention ends, these children, who have just
had their IQs raised, return to their impoverished homes. They attend
subpar schools and are exposed to more violence (Lee & Loeb, 1995).
This is not an effect of the intervention; this is merely a result of who
is chosen to intervene on. In this intervention, children were low-
birthweight infants from predominantly impoverished homes. That
children ended back in their impoverished homes explain the fadeout
effect far better than the raising IQ/raising g hypothesis. This explana-
tion, however, has been criticized as unable to fully account for the
fadeout effect (see Protzko, 2015).

Because of the existence of the fadeout effect at the latent level
presented here, one may (mistakenly) believe that interventions
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Fig. 2. Effect sizes on g at the end of the intervention (age three), two and five years later with 95%CI. Dots above ages five and eight represent effect size estimates based on instability
estimates of g.
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aimed at enhancing intellectual development are useless or doomed to
fail. This is not merited by the data here. What has yet to be forwarded,
and indeed is a position we do not endorse, is why improvements on g
should be permanent. We know of no reason to presuppose such per-
manency other than assumption.

We hope to show here that intelligence at the latent level can be
raised through targeted environmental interventions. Raising IQ is not
an instance of raising test scores with no concomitant effects on the la-
tent underlying trait.We show this using strictmeasurement invariance
under MGCFA, a technique built for testing such theories which should
make its way into more intervention work. Despite these effects on g,
the salutary effects of an improvement to early environments will still
fade. Even when a temporary intervention raises g, sustained effects re-
quire a sustained intervention (see Protzko, 2015, also Papageorgiou,
Christou, Spanoudis & Demetriou, 2016).

Here we see that an intervention can increase even the underlying
latent construct g, and yet still fade away. Therefore, this paper contrib-
utes to the refutation of the argument that the fadeout effect is due to
intervention effects not occurring on g.
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Appendix A

Table 2
Factor loadings of items and thresholds from the strict invariance model.
1
2
3
4
5
6
7
8
9

Control
 Experimental
Item code
 Factor loading
 Threshold
 Factor loading
 Threshold
0.438
 −0.960
 0.403
 −0.977

.979
 −1.298
 .975
 −1.428

.883
 −1.457
 .863
 −1.573

.824
 −1.479
 .796
 −1.58

.649
 −.467
 .611
 −.486

.922
 −1.108
 .907
 −1.205

.76
 −.112
 .727
 −.118

.884
 −.79
 .864
 −.853

.534
 −.82
 .496
 −.842
able 2 (continued)
Control
 Experimental
Item code
 Factor loading
 Threshold
 Factor loading
 Threshold
0
 .761
 −.303
 .727
 −.32

1
 .394
 −.552
 .361
 −.56

2
 .784
 −.316
 .752
 −.335

3
 .464
 .086
 .428
 .087

4
 .563
 −.044
 .524
 −.045

5
 .516
 −.009
 .478
 −.009

6
 .197
 −.8
 .178
 −.803

7
 .641
 .164
 .602
 .17

8
 .659
 .249
 .621
 .259

9
 .849
 .007
 .824
 .008

0
 .476
 .393
 .44
 .401

1
 .728
 .182
 .693
 .191

2
 .754
 .501
 .72
 .529

3
 .628
 .952
 .59
 .988

4
 .384
 .42
 .352
 .426

5
 .81
 .82
 .78
 .873

6
 .647
 .438
 .609
 .456

7
 .633
 .021
 .594
 .022

8
 .711
 1.357
 .675
 1.424

9
 .735
 1.03
 .7
 1.085

0
 .894
 1.401
 .875
 1.516

1
 .758
 .83
 .724
 .877

2
 .745
 1.149
 .71
 1.212

3
 .849
 1.072
 .824
 1.15

4
 .851
 1.344
 .826
 1.443
3
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