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Abstract

Researchers have incentives to search for and selectively report findings that appear to be statistically
significant and/or conform to prior beliefs. Such selective reporting practices, including p-hacking and
publication bias, can lead to a distorted set of results being published, potentially undermining the process of
knowledge accumulation and evidence-based decision making. We take stock of the state of empirical research
in the environmental sciences using 67,947 statistical tests obtained from 547 meta-analyses. We find that
59% of the p-values that were reported as significant are not actually expected to be statistically significant.
The median power of these tests is between 6% to 12%, which is the lowest yet identified for any discipline.
Only 8% of tests are adequately powered with statistical power of 80% or more. Exploratory regressions
suggest that increased statistical power and the use of experimental research designs reduce the extent of
selective reporting. Differences between subfields can be mostly explained by methodological differences.
To improve the environmental sciences evidence base, researchers should pay more attention to statistical
power, but incentives for selective reporting may remain even with adequate statistical power. Ultimately, a
paradigm shift towards open science is needed to ensure the reliability of published empirical research.

Introduction

In recent years, the number of empirical studies in the environmental sciences has increased substantially
(Zhong et al. 2021). However, recent studies indicate that much published research in other empirical disciplines
cannot be replicated, which questions the reliability of published research (Open Science Collaboration 2015;
Camerer et al. 2016; Chang and Li 2022). This poses a fundamental challenge for cumulative knowledge
production (Furman et al. 2012) and evidence-based decision- and policy-making (Chen et al. 2012). The
main reason for this lack of reliability is researchers’ incentive to selectively report statistically significant
findings (Ioannidis 2005). Small sample sizes and low statistical power are particularly challenging, as they
reduce the chance of finding a true effect, as well as the likelihood that a statistically significant result reflects
a true effect (Button et al. 2013).

In this paper, we take stock of the state of empirical research in the environmental sciences: (1) we estimate
the extent of selectively reported p-values for the entire environmental sciences and for seven of its subfields;
(2) we provide the first large-scale assessment of statistical power in this domain using a total number of
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67,947 statistical tests obtained from a stratified sample of 547 meta-analyses; and (3) we explore potential
determinants of selective reporting using regression analysis.

We find that 59% of reported significant p-values should have not been reported as statistically significant.
We also find a retrospective median statistical power (Button et al. 2013; Stanley et al. 2022) of 6% to 12%,
which is approximately half the median power found in neuroscience, economics, and biomedical research.
Our exploratory analysis reveals that the extent of selective reporting can be reduced by increasing statistical
power and, to some extent, by using experimental research designs.

Our analysis suggests that low statistical power and the corresponding large extent of selective reporting
undermine the reliability of published research in the environmental sciences. The environmental sciences
can benefit from measures taken in other disciplines that cope with similar challenges by pre-registering
study protocols and encouraging open science, including data and code availability policies and incentivizing
replication studies. Statistical power should be routinely considered and reported in order to reduce the risk
of p-hacking and the resulting exaggerated effect sizes due to low sample sizes.

p-hacking undermines the reliability of reported p-values

Researchers need to make a multitude of choices, which may affect the outcomes of their study (Simmons
et al. 2011). When different research teams analyze the same research question using the same data set,
considerable heterogeneity in both study designs and outcomes can be observed (Botvinik-Nezer et al. 2020;
Breznau et al. 2022; Huntington-Klein et al. 2021; Silberzahn et al. 2018). As researchers face incentives to
search for and to report statistically significant findings – particularly those that conform with prior beliefs
or sensational findings and large effect sizes (Ioannidis 2005) – they may consciously or unconsciously use
the flexibility in possible research designs to obtain desired study outcomes (Bruns and Kalthaus 2020).
Published p-values may then be neither replicable nor robust, nor convey reliable information about whether
the null hypothesis of no effect should be rejected.

For example, a researcher may run an experiment with multiple outcome variables. Even if the treatment
has no true effect on any of the outcome variables, the rate of false-positive findings increases with the
number of each outcome variable. For ten independent outcome variables, the probability of finding a
statistically significant effect increases from 5% to 40%, even in the absence of any true effect. The analysis of
observational data without randomization usually provides even more leeway in specifying the study design
(Bruns and Kalthaus 2020; Leamer 1983). Once the outcomes are known, researchers may (unconsciously)
convince themselves that the study design with the desirable outcome is the optimal design. Behavioral
biases, such as motivated reasoning, and a lack of statistical training mean that p-hacking is often an
unconscious process rather than a deliberate search for statistically significant findings (Bruns and Kalthaus
2020; Touchon and McCoy 2016; Bastardi et al. 2011; Nickerson 1998).

While p-hacking may occur within studies, entire studies may be suppressed by editors, reviewers, or the
authors themselves, if, for example, publication is deemed unlikely due to a lack of statistically significant
findings. Such selective reporting at the study level is known as the file-drawer problem or publication bias
(Franco et al. 2014; Rosenthal 1979). Several studies have diagnosed the presence of selective reporting
in multiple scientific fields, including economics (Brodeur et al. 2020; Ioannidis et al. 2017), management
(Harrison et al. 2017; Baum and Bromiley 2019; Rost and Ehrmann 2017), innovation research (Bruns
et al. 2019), impact evaluation studies (Vivalt 2019), political science and sociology (Gerber and Malhotra,
2008a, 2008b), and the biomedical sciences (Turner et al. 2008; Albarqouni et al. 2017).
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Low statistical power amplifies p-hacking

Statistical power is the probability that a test detects the effect if the effect does indeed exist. Low statistical
power reduces the chance that a statistically significant result reflects a true effect and, as such, facilitates
p-hacking (Button et al. 2013). Median statistical power has been shown to be very low (18–21%) in fields such
as neuroscience, biomedical research, and economics (Button et al. 2013; Ioannidis et al. 2017; Dumas-Mallet
et al. 2017; Lamberink et al. 2018) and higher in fields such as psychological research (36%), intelligence
research (52%), and criminology (71%) (Stanley et al. 2018; Nuijten et al. 2020; Barnes et al. 2020). A
common threshold for adequate power is 80%, that is, repeated sampling results in detection of the effect
80% of the time if the analyzed effect exists (Button et al. 2013). Power increases with the size of both the
true effect and the sample size. While the former is beyond the control of the researcher, sample size is more
likely to be at least partially in the researcher’s control. Budget constraints in experimental research are a
challenge, but might be overcome by funding agencies demanding adequately powered research. Similarly,
advances in data gathering methods – such as web scraping and text mining – can help to increase sample
sizes in observational research. If researchers do not base sample sizes on power considerations, sample sizes
might be frequently too small to reliably detect a true effect. In such cases, p-hacking is typically used to
exaggerate the estimated effect size, as a large effect estimate may ensure statistical significance. This calls
for caution when interpreting published effect sizes, especially in cases where these are used to inform policy
and decision-making.

Statistical power has been shown to be low in ecology – one of the subfields of the environmental sciences
analyzed in this paper. A recent meta-analysis of 553 statistical tests from 250 animal tracking studies
found a median power of 9% for small, 31% for medium, and 65% for large genuine effects using Cohen’s
classification (Cleasby et al. 2021). In another analysis of 278 statistical tests, median power was 7–8% for
small effects and 23–26% for medium effects, respectively (Smith et al. 2011).

Results

Characteristics of the data
Summary statistics for the sampled meta-analyses and primary estimates are given in Table 1. From 547
meta-analyses, we obtained a total of 67,947 primary estimates along with their respective standard errors.
The average number of primary estimates per meta-analysis is 124, with a range of 5 to 4089. The majority
of meta-analyses (389 of 547) synthesized observational studies. About 46% of the meta-analyses (252) have
no adequately powered estimates (power of 80% or higher). The proportion of meta-analyses that follow
standard reporting guidelines such as “Preferred Reporting Items for Systematic Reviews and Meta-Analyses”
(PRISMA) (Moher et al. 2009) or “RepOrting standards for Systematic Evidence Syntheses” (ROSES)
(Haddaway et al. 2018) is 47% (258), and the proportion of meta-analyses that pre-registered their study
protocols in platforms like Prospective Register for Systematic Reviews (PROSPERO) is 6.6% (36).

Selective reporting
In Figure 1, we compare reported z-values from our data set with counterfactual z-values, assuming the
absence of any selective reporting in the research and publication process, in order to estimate the extent of
selectively reported statistical findings. Specifically, we use each statistical test’s reported standard error,
but replace the estimated effect with our own estimate of the respective true effect. This true effect is
approximated by the meta-average of the respective meta-analysis (Bruns et al. 2022). The reported and
counterfactual distribution of z-values intersect at the common threshold of statistical significance α = 0.05
(z = 1.96). To the left of the threshold (for z < 1.96), there are fewer than expected z-values. To the right of
the threshold, there are more than the expected number of z-values. This suggests that researchers use this
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Table 1: Characteristics of included meta-analyses and corresponding primary estimates.

No. of No. of Primary estimates per meta-analyses

meta-analyses primary estimates Mean Min Q25 Q50 Q75 Max

All meta-analyses 547 67947 124 5 15 39 93 4089
Research design
Observational 389 40230 103 5 12 29 64 4089
Experimental 158 27717 175 5 35 78 163 2687

Statistical power
SAPE >0 295 36059 122 5 13 32 78 4089
SAPE = 0 252 31888 127 5 17 52 110 2687

Followed guideline
Yes 258 22873 89 5 11 26 70 2203
No 289 45074 156 5 21 51 114 4089

Protocol pre-registered
Yes 36 2871 80 5 14 40 62 824
No 511 65076 127 5 15 39 97 4089

Notes: ‘Observational’ denotes meta-analyses of observational primary studies or a mixture of observational and
experimental primary studies, whereas ‘Experimental’ denotes meta-analyses of exclusively experimental primary
studies. ‘SAPE’ denotes the share of adequately powered estimates (see Methods section). ‘Followed guideline’
denotes the use of guidelines in conducting the meta-analysis and ‘Protocol pre-registered’ denotes the use of a
pre-analysis plan specified before conducting the meta-analysis. Q25, Q50, and Q75 refer to the quantiles of the
primary estimates per meta-analysis.

threshold, either consciously or unconsciously, to selectively report results with systematic overreporting of
significant and underreporting of non-significant results.
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Figure 1: Distributions of reported (blue, dashed line) and counterfactual (orange, solid line) z-values with dotted 95% confidence
intervals based on bootstrapping clustered by meta-studies. The dots are placed at the center of each interval using a grid of
0.1025. The dashed vertical lines mark the critical values for α = 0.1 (z = 1.64), α = 0.05 (z = 1.96) and α = 0.01 (z = 2.58).

Using bins of p-values, we quantify this overreporting and underreporting as a share of all p-values in Table
2. There is a lack of non-significant p-values (p > 0.05). Specifically, in most p-value bins, about 3-4% of the
total probability mass is missing, whereas there is an abundance of statistically significant p-values with a
large overrepresentation of p-values that are significant at the 0.001 level (22.6%).

The extent of selective reporting amounts to 27% of all p-values (ESRall) using the α = 0.05 threshold
for statistical significance. The extent of selective reporting rises to 59% expressed as a share of only the
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statistically significant p-values (ESRsig.). In other words, we expect, in the absence of any selective reporting
in the publication and research process, that 59% fewer p-values should be statistically significant at the
α = 0.05 level than were reported.

Table 2: Extent of selective reporting.

Difference between observed
p-value interval and counterfactual p-values 95% CI

0.9 < p -0.004 [-0.008, 0.002]
0.8 < p < 0.9 -0.023 [-0.028, -0.018]
0.7 < p < 0.8 -0.027 [-0.031, -0.022]
0.6 < p < 0.7 -0.030 [-0.034, -0.025]
0.5 < p < 0.6 -0.031 [-0.035, -0.026]
0.4 < p < 0.5 -0.035 [-0.039, -0.030]
0.3 < p < 0.4 -0.039 [-0.043, -0.035]
0.2 < p < 0.3 -0.040 [-0.043, -0.036]
0.1 < p < 0.2 -0.033 [-0.036, -0.030]
0.05 < p < 0.1 -0.011 [-0.014, -0.009]
0.01 < p < 0.05 0.014 [0.007, 0.021]
0.001 < p < 0.01 0.032 [0.024, 0.039]
p < 0.001 0.226 [0.199, 0.249]

ESRall 0.273 [0.235, 0.307]
ESRsig. 0.589 [0.496, 0.663]

No. of meta-analyses 547
No. of tests 67947

Notes: Differences between observed p-values and counterfactually expected p-values
per p-value bins as a share of all p-values are reported. Negative signs indicate that
p-values are missing in the respective bin compared to what is expected in the absence
of any biases. ESRall represents the estimated extent of selective reporting as a share
of all p-values, whereas ESRsig. represents the estimated extent of selective reporting
as a share of only significant p-values. 95% confidence intervals based on bootstrapping
clustered at the level of meta-studies.

Limiting our analysis to subfields with 20 or more meta-analyses (see Tables S5–S7 and Figure S2 in
the Online Appendix), the extent of selective reporting expressed as a share of the significant p-values is
approximately 50% in ‘Ecology’, ‘Environmental Chemistry’ and ‘Health, Toxicology and Mutagenesis’. The
‘Nature and Landscape Conservation’ subfield stands out with an estimated extent of selective reporting
of 77%. For the subfields with less than 20 meta-analyses, the extent of selective reporting is 80% for
‘Environmental Engineering’, 23% for ‘Management, Monitoring, Policy and Law’, and 14% for ‘Water
Science and Technology’.

We test the robustness of our main estimate of the extent of selective reporting (ESRsig. = 0.59) to various
assumptions made in the analysis (Tables S1–S4 and Figure S1 in the Online Appendix). We consider the
main estimate to be robust if the confidence intervals overlap. The estimate is robust with respect to the use
of alternative approaches to approximate the true effect. Using half the meta-average to account for the
inflation of meta-averages in the presence of selective reporting (Bruns et al. 2022), results in an estimate
of ESRsig. = 0.74 and the confidence intervals no longer overlap. Assuming two or three true effects per
meta-analysis, rather than a single true effect, results in estimates of the extent of selective reporting of 53%
and 52%, respectively. These estimates are also within the confidence interval of our main estimate. The
estimate of the extent of selective reporting rises to 60% and 75% when the standard errors of the estimates
are multiplied by 1.5 and 2, respectively. In the latter case, the confidence intervals are not overlapping. The
rationale for using larger standard errors is that the standard errors themselves might be biased downwards
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if they are subjected to selective reporting. Including very large z-values in the analysis is likely to result in
overestimating the genuine effect and, thus, a lower estimate of selective reporting. Including z-values up
to 50 (n = 71, 921) results in an estimate of ESRsig. = 0.43 and up to 100 (n = 73, 499) in an estimate of
ESRsig. = 0.32, and in the latter case the confidence intervals are not overlapping.

Statistical power

The levels of statistical power in the environmental sciences and seven of its subfields are reported in Table
3 using the standard errors of each statistical test in our data set and approximating the true effect for
each meta-analysis using its meta-averages. Previous studies for other disciplines report either the median
statistical power using all primary estimates (Nuijten et al. 2020; Dumas-Mallet et al. 2017; Pietschnig
et al. 2019) or the median of medians by first calculating the median statistical power per meta-analysis
(Ioannidis et al. 2017; Stanley et al. 2018). Both measures indicate that power is low in the environmental
sciences and ranges from 5.5% to 55% across the subfields. The mean and quantiles indicate that the
statistical power distributions are right-skewed. The share of adequately-powered estimates ranges between
1.3% and 28% across subfields. For the environmental sciences in total, only 8.2% of all primary estimates
are adequately powered. Overall, the median power of empirical studies in environmental sciences is 6% to
12% depending on the definition of median power. This is lower than the median power of all other scientific
disciplines that have been investigated so far (ranging from 16% for randomized clinical trials to 71% in
criminology). From the subfields with 20 or more meta-analyses, ‘Health, Toxicology and Mutagenesis’ has
the highest power, while the subfield ‘Nature and Landscape Conservation’ has the lowest.

Table 3: Statistical power in environmental sciences.

No. of Median of
Subfield meta-analyses medians Median Mean Q25 Q75 SAPE

All meta-analyses 547 0.123 0.060 0.190 0.051 0.147 0.082
Ecology 163 0.103 0.056 0.196 0.050 0.159 0.085
Environmental Chemistry 72 0.079 0.085 0.209 0.051 0.194 0.088
Environmental Engineering 11 0.084 0.055 0.105 0.051 0.067 0.037
Health, Toxicology and Mutagenesis 196 0.388 0.063 0.263 0.050 0.159 0.169
Management, Monitoring, Policy and 19 0.190 0.172 0.341 0.057 0.651 0.158
Nature and Landscape Conservation 71 0.064 0.058 0.110 0.052 0.085 0.013
Water Science and Technology 15 0.551 0.444 0.499 0.172 0.875 0.278

Notes: Median of medians denotes the median of the medians of statistical power per meta-analysis. Whereas the columns
Median, Mean, Q25, Q75, and SAPE (Share of Adequately Powered Estimates) are directly based on the respective
distribution of primary estimates.

Figure 2(a) shows the distribution of the median power of the primary estimates for each meta-analysis.
More than half (59%) of the meta-analyses have a median power of 20% or less, while only about a fifth
(22%) have a median power larger than 80%. The U -shape pattern of the histogram looks similar to those
reported in other fields, such as economics (Ioannidis et al. 2017). 71% of the meta-analyses with a median
power of more than 80% stem from the subfield of ‘Health, Toxicology and Mutagenesis’. As depicted in
Figure 2(b), 252 out of 547 meta-analyses (46%) do not have any adequately powered primary estimates and
only 21% of meta-analyses have a share of adequately powered estimates that is larger than 20%.

Explaining variation in selective reporting

Potential determinants of selective reporting are explored in Table 4. An increase of one percentage point in
the share of adequately powered studies reduces the extent of selective reporting by about 0.7%. This finding
is expected, as low power may incentivize researchers to consciously or unconsciously search for significant
effects (Button et al. 2013). Moreover, we use the publication year of the meta-analysis to identify potential
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Figure 2: (a) Distribution of median power of primary estimates per meta-analysis obtained from 547 meta-analyses.
Adequately powered estimates are highlighted in orange. (b) Distribution of the share of adequately powered estimates
in 547 meta-analyses.

time trends. This assumes that more recently published meta-analyses cover more recently published primary
studies. The extent of selective reporting decreases with the publication year of the meta-analysis.

Inclusion of dummies for subfields increases the adjusted R2 by 1% (Model 2 compared to Model 1), indicating
that there is significant variation across subfields. Two subfields show less selective reporting compared
to the reference group ‘Health, Toxicology and Mutagenesis’, but these two subfields have fewer than 20
meta-analyses each. These findings indicate that differences between subfields can be mostly explained by
differences in statistical power.

We also explore the effect of an interaction between the share of adequately powered studies and experimental
research designs (Model 3) because the unconditional correlation between these two variables of -0.24 shows
that experimental studies are more underpowered than observational studies. The interaction effect helps to
disentangle the effect of experimental research designs and statistical power, showing that research fields
with experimental research designs have less selective reporting if they have the same power as observational
studies. The interaction effect and the effect of time are sensitive to the inclusion of outliers (see Methods
section).

Finally, we also explore whether pre-registering a protocol or following reporting guidelines for the
meta-analysis is related to the extent of selective reporting in the primary studies. For example, a
meta-analysis of a field with contesting views and corresponding selective reporting may follow established
reporting guidelines and use pre-registration to improve its reliability. We do not find evidence for such
associations for meta-analyses, but it is more likely that these associations are present at the level of primary
studies.

Discussion

This study takes stock of the state of empirical research in the environmental sciences using a stratified
random sample of 547 meta-analyses with 67,947 primary estimates. We find that published empirical studies
in the environmental sciences are severely underpowered with a median statistical power of 6% to 12%
and only 8.2% of all estimates being adequately powered. Low statistical power begets selective reporting,
and we find, correspondingly, that 59% of reported significant p-values should have not been published as
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Table 4: Regression results using OLS (Dependent variable: ESRsig.).

Model 1 Model 2 Model 3

Intercept 41.729*** 40.379*** 39.941***
(15.604) (15.340) (15.177)

Share of adequately powered estimates -0.007*** -0.007*** -0.007***
(0.001) (0.001) (0.001)

Experimental -0.015 -0.006 0.039
(0.056) (0.055) (0.062)

Share of adequately powered estimates*Experimental -0.004**
(0.002)

Followed reporting guideline (yes/no) 0.067 0.050 0.052
(0.045) (0.042) (0.042)

Protocol pre-registered (yes/no) 0.084 0.084 0.080
(0.106) (0.090) (0.091)

Log total number of p-values 0.036* 0.034 0.029
(0.021) (0.021) (0.022)

Log number of independent studies included in meta-analysis 0.002 0.012 0.016
(0.033) (0.033) (0.033)

Publication year -0.021*** -0.020*** -0.020***
(0.008) (0.008) (0.008)

Ecology -0.085 -0.073
(0.059) (0.059)

Environmental Chemistry -0.010 -0.010
(0.070) (0.070)

Environmental Engineering 0.045 0.031
(0.128) (0.130)

Management, Monitoring, Policy and Law -0.123* -0.095
(0.068) (0.061)

Nature and Landscape Conservation -0.058 -0.048
(0.065) (0.064)

Water Science and Technology -0.226** -0.219**
(0.110) (0.109)

Adjusted R2 0.395 0.405 0.413
Number of meta-analysis 533 533 533

Notes: ∗p < .1; ∗∗p < .05; ∗∗∗p < .01. For all models, our dependent variable is ESRsig., that is, the estimated
extent of selective reporting expressed as a share of the significant p-values at the 0.05 level. Standard errors are
in parentheses and clustered at the level of meta-studies. The sample is restricted to ESRsig. larger than the
2.5% quantile. ‘Experimental’ is an indicator variable denoting whether the designs of primary studies included
in the meta-analysis are experimental. For the subfield, ‘Health, Toxicology and Mutagenesis’ is considered as a
reference category.
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being statistically significant. The regression analysis shows that increasing statistical power and utilizing
experimental research designs can help reduce the extent of selective reporting.

With more than half of the significant p-values being falsely reported as statistically significant, the users of
empirical environmental science research from scientific peers to policymakers and other stakeholders face
substantial uncertainty regarding the reliability of the reported findings. A lack of reliable research results
could jeopardize scientific progress and knowledge accumulation, undermine the process of evidence-based
policy, and erode trust into science as a whole.

We emphasize that a selectively reported p-value does not necessarily imply that the analyzed effect is absent.
In many cases, the hypothesized effect may exist, but the sample size is too small to reliably detect it. The
process of selective reporting then results in exaggerated effect sizes, as large estimated effect sizes can ensure
statistical significance even if the sample size is small. Specifically, in economics it was found that nearly 80%
of effect sizes are exaggerated at least twofold (Ioannidis et al. 2017). Such an exaggeration of effect sizes
poses a fundamental challenge for evidence-based policy and decision making: Even though the analyzed
effect might exist, it is likely to be substantially smaller than can be inferred from the published literature or
may even be practically irrelevant (McCloskey and Ziliak 1996).

Increasing sample sizes and routinely incorporating power considerations into empirical analyses is likely
to greatly reduce the extent of selective reporting (Newcombe 1987; Lamberink et al. 2018). However, not
all research questions allow the researcher to control sample size, but our data suggest a large potential
for improvement. However, experimental research designs, which usually allow the researcher to control
sample size, have less power in our sample than research that is not based on randomization (r = −0.24).
It is essential to improve power where this can be achieved relatively easily and there is a need for highly
powered field studies (Yang et al. 2022). As our regression analysis also indicated, adopting experimental
research designs may help minimize the extent of selective reporting as opposed to observational research
designs (Brodeur et al. 2020; Bruns et al. 2019; Christie et al. 2020). However, it is important to emphasize
that neither more power nor improved research designs can reduce selective reporting entirely. Incentives
remain to search and select for results that can be published, including large effect sizes, sensational or
theory-confirming results, or simply statistically significant results in the absence of a true effect.

In order to further reduce the risk of selective reporting and to generally improve the reliability of empirical
research in environmental sciences, all parties involved in the research system need to adhere to transparency
and open science as much as possible (Parker et al. 2016; Nosek et al. 2015). In particular, researchers can
be transparent by committing to standard reporting guidelines, pre-registering their study protocol(Parker
et al. 2019; Soderberg et al. 2021; Lindsley et al. 2022), making raw data and analytical codes accessible to
the public (Tedersoo et al. 2021), or blindly collecting and analyzing data (MacCoun and Perlmutter 2015;
Holman et al. 2015).

Our analysis again suggests that there is much room for improvement regarding open science. Among the
meta-analyses that met our inclusion criteria (701), only 15.5% shared their underlying data online (either in
the supplementary information or through data repository platforms). We also contacted the authors of 506
articles for data. Of the 38.6% who responded, only 28.3% provided usable information. Many authors were
reluctant to share data for a variety of reasons (e.g., requesting co-authorship as a pre-requisite to sharing
the data of published articles).

Journals can also play an important role in promoting the culture of open science and transparency (Hansford
et al. 2022). This can be done in a range of ways, such as policies to accept negative or null findings
(Blanco-Perez and Brodeur 2020), enforcing data sharing (Askarov et al. 2022), publishing studies based on
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their scientific merits regardless of whether or not they provide statistically significant findings, encouraging
replication studies, and disclosing conflicts of interest (Nosek et al. 2015). Funders can help by insisting on
principles of open science and academic institutions can further improve current research practices and reduce
selective reporting by providing statistical literacy training, especially for junior researchers (Touchon and
McCoy 2016). Communities can establish improved research practices, such as the Open Science Framework
(OSF) and the Society for Open, Reliable, and Transparent Ecology and Evolutionary biology (SORTEE)
(O’Dea et al. 2021). Ultimately, incentives and research practices need to evolve to align ‘getting it published’
with ‘getting it right’ (Nosek et al. 2012).

Most of the differences between the subfields of environmental sciences can be attributed to methodological
differences in the use of experimental research designs and statistical power. The subfield ‘Health, Toxicology
and Mutagenesis’ performed best among those subfields with 20 or more meta-analyses with regard to both
selective reporting and statistical power. Health-related research started early to reflect on research practices
and to conduct research-on-research (Ioannidis 2005). The recent uptake of meta-research in ecology and
evolutionary biology (Parker et al. 2019; Yang et al. 2022; Spake et al. 2022; Nakagawa and Parker 2015),
together with the decrease of selective reporting over time as suggested by our regression analysis, provides a
positive prospect for the reliability of future research in the environmental sciences.

Methods

Literature search

We performed a literature search in Scopus via Hasselt University’s institutional access to find meta-analyses
in the environmental sciences. We opted to focus on Scopus because we use the research field taxonomy
developed by SCImago Journal and Country Rank (SJR) to classify environmental science meta-analyses
into subfields, which we discuss further in the following section. The Web of Science (WoS) does not offer a
classification scheme that categorizes the environmental sciences into subfields. The search string discussed
below identifies more meta-analyses in the WoS compared to Scopus (570 additional hits), which is mainly
driven by the Journal of Clinical Epidemiology being classified as an environmental science journal in WoS
but not in Scopus (440 hits). Generally, Scopus indexes more journals than (Mongeon and Paul-Hus 2016).

We limited the search to meta-analyses published between 2010 and 2020 as the culture and requirements of
data-sharing, which have gained momentum in recent years, increase the probability of the primary studies
data being publicly available. We used the search string TITLE-ABS-KEY (“meta analy” OR “meta-analy”
OR “metaanaly” OR “meta reg” OR “meta-reg” OR “metareg”) AND SUBJAREA (envi) to identify relevant
meta-analyses. Excluding publications written in a language other than English and considering only article,
review, and early access document types, the search query results in 4867 potential records on July 21, 2020.

We also checked for meta-analyses that are hidden in systematic reviews without the word ‘meta-analysis’
being mentioned in the title, abstract, or keywords. We used the search string TITLE-ABS-KEY (“systematic
review” AND NOT (“meta analy” OR “meta-analy” OR “metaanaly*”)) AND SUBJAREA (envi), which
yields 2814 hits. A random sample of 280 (∼ 10%) papers were screened for their eligibility against a priori
defined inclusion and exclusion criteria. We find only eight (2.9%) documents that are deemed eligible for
further scrutiny. The vast majority of articles in this sample show that systematic reviews that do not
mention ‘meta-analysis’ in the title, abstract, or keywords indeed do not conduct a meta-analysis. Therefore,
we decided to focus on articles that mention some variant of ‘meta-analysis’ in either title, abstract, or
keywords.
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Classification of meta-analyses and sampling strategy

We assign each meta-analysis to one of the twelve subfields of environmental sciences that are offered by
SJR: ‘Ecology’, ‘Health, Toxicology and Mutagenesis’, ‘Nature and Landscape Conservation’, ‘Environmental
Chemistry’, ‘Environmental Engineering’, ‘Management, Monitoring, Policy and Law’, ‘Water Science and
Technology’, ‘Waste Management and Disposal’, ‘Pollution’, ‘Global and Planetary Change’, ‘Ecological
Modelling’, and ‘Environmental Science (miscellaneous)’. We use these subfields for two reasons. First,
categorization into subfields permits us to draw a stratified random sample to ensure a comprehensive picture
of environmental sciences. Second, subfields may explain variations in the extent of selective reporting and
the levels of statistical power due to different research practices, methods, and topics.

In the SJR classification, each journal is assigned to at least one subfield. Many journals are assigned to
multiple subfields, including subfields outside environmental sciences. For example, a meta-analysis may be
published in a journal that is classified as ‘Ecology’ and ‘Transportation’. This meta-analysis is identified by
our search string but may actually be a ‘Transportation’ meta-analysis. Therefore, we determine the subfield
of each meta-analysis by using the subfields of the journals listed in the references of this meta-analysis
(Milojevic 2020). The implicit assumption is that meta-analyses predominantly cite articles from the subfield
that they synthesize. The SJR portal provides a list of 1659 journals, book series, and conference proceedings
that are classified into at least one subfield of environmental sciences (www.scimagojr.com). The pseudocode
to determine whether an article is an environmental sciences article and to which subfield of environmental
sciences it belongs is as follows:

1. All cited references of the article are extracted from Scopus and exported to Excel.
2. The journal, book series, and conference proceeding names related to the field of environmental sciences

are identified from the reference list using text mining.
3. The share of journals, book series, and conference proceedings that are classified in at least one

environmental sciences subfield is calculated for the reference list of each article. If this share is larger
than 25% (median value), the article is considered to be an environmental science article.

4. If the article is classified as an environmental science article, its specific subfield is determined by using
the subfield that occurs most frequently in the references (using weights). Specifically, if a journal in
the reference list is assigned to four distinct subfields, then each subfield is assigned a weight of 0.25
while for a journal with two subfields each subfield is assigned a weight of 0.5, and for a journal with
only one subfield the subfield is assigned a weight of 1.

5. In case a tie occurs between the most frequent subfield and the second most frequent subfield, the
original SJR subfield(s) (those of the journal in which the article is published) are added to the count
to break ties in line with the work of Milojevic (2020) and WoS recommendations.

As a result, 1706 records were identified as articles from environmental sciences. We followed the stratified
sampling strategy employed in Fanelli et al. (2017) and randomly selected 1172 articles (see Figure 3). The
full-texts of all selected articles were downloaded and reviewed thoroughly for eligibility, using the inclusion
and exclusion criteria outlined in the next section. We randomized the order in which the articles were
reviewed to reduce the risk of biases during document screening and data extraction.

Inclusion and exclusion criteria

For a meta-analysis to be included, the following criteria need to be met: (a) raw data for primary studies
are available (directly online or after sending a request to the first and last author with a reminder after three
weeks, see the following section), or information provided is sufficient to calculate the effect size of interest
along with its standard error, (b) published between 2010 and July 21, 2020, (c) the meta-analysis contains at
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least five independent primary studies, and (d) only article, review, or early access document type. An article
is excluded if it is: (a) written in a language other than English, (b) a methodological and/or simulation-based
meta-analysis, (c) a reanalysis, comment, letter, editorial, guideline, lecture, book, book chapter, or reply to
previous study, (d) a meta-analysis of meta-analyses, (f) electronically inaccessible (e.g., irretrievable due to
dead external links or subscription problem), or (g) it does not contain a formal quantitative synthesis (e.g.,
narrative review, systematic review, vote counting, review protocol, ‘unconventional’ meta-analysis).

These inclusion and exclusion criteria led to the inclusion of 247 meta-analyses in the final sample. We
reclassified 40 meta-analyses assigned to the Environmental Science (miscellaneous) category into other
existing categories. Only one meta-analysis was classified as Pollution. This meta-analysis deals with the
transmission and accumulation of trace metals in marine food webs and we reclassified it as Environmental
Chemistry.

As many meta-studies report more than one meta-analysis, at least 10 meta-analyses are available for each
of the seven subfields where the sampling strategy provided at least one meta-study. For the analyses, we
obtain standard errors and confidence intervals by clustering at the level of meta-studies to account for
dependence of meta-analyses published in the same meta-study (Abadie et al. 2017).

It is important to emphasize that the classification into subfields is not unambiguous. Researchers may
easily disagree whether a meta-analysis belongs to one subfield or the other, or to both. For example,
the meta-analysis ‘Effects of land management on the abundance and richness of spiders (Araneae): A
meta-analysis’ may easily be classified as ‘Ecology’ or ‘Nature and Landscape Conservation’. We apply
an automated classification that helps to ensure a transparent and objective classification into subfields.
Moreover, a sample of 134 meta-studies (54.25%) was checked by four co-authors who are experts in the
respective subfield to determine whether the automated classification resulted in gross misclassifications or
whether the resulting classification into subfields can be considered reasonable. For 8.96% of the meta-analyses
checked, a different subfield was considered to be more appropriate, but disagreement on this can also not be
excluded.

Extraction of data

From the meta-analyses, we extracted effect sizes and standard errors of the primary studies (or alternative
information to calculate these) using the following strategy:

1. We searched the journal’s webpage for online supplements.
2. If the journal webpage does not provide the effect sizes and standard errors of the primary studies,

we searched for links in the meta-analysis to online data repository platforms (e.g., Open Science
Framework (OSF), Zenodo, figshare, Harvard Dataverse, Dryad, Ecological Archives) by using the
search strings “http” and “www” in the meta-analysis.

3. If we were unable to find a link, the data is not given in the meta-analysis, or the data provided is
unclear to calculate effect sizes and corresponding standard errors, we contacted the authors to request
raw data or clarification. Using an email with standard text but customized by specifying the authors’
name, the meta-analysis title, and the journal name, we contacted two authors (the first and last in
the order they are listed in the meta-analysis). We sent a reminder email to those who did not reply
after three weeks. If none of the contacted authors replied the meta-analysis was excluded. Contacting
authors resulted in additional primary data for 52 meta-analyses. Details with regard to the authors
response disaggregated by subfields are given in Figure 3.

For each included meta-analysis, we coded the title of the meta-analysis, publication year, journal name,
number of independent primary studies, number of effect sizes, subfield, whether the authors formally adhered
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Scopus
search
(K = 4867)

Subfield Identified as
article from
environmental
science

Random
sample

ECO 613 200
HTM 270 200
ESM 251 200
NLC 152 152
ENC 139 139
WST 129 129
ENE 49 49
POL 39 29
MPL 29 29
GPC 22 22
WMD 7 7
ECM 6 6
Total 1706 1172

Inclusion
criteria
fulfilled

Data
available
online (a)

Data
provided
in text (b)

141 35 3
133 13 45
90 10 26
94 22 4
81 20 5
75 4 3
37 4 0
18 0 0
13 1 0
13 0 0
5 0 0
1 0 0
701 109 86

Authors
con-
tacted

Authors
replied

103 43
75 20
53 17
68 26
56 15
68 34
33 10
18 6
13 6
13 5
5 1
1 1
506 184

Data
received
from
authors (c)
21
3
4
13
4
2
2
1
2
0
0
0
52

Included
in final
sample
(a+b+c)
53
61
40
40
29
9
6
1
2
0
0
0
247

Excluded (K = 474)
- Not a meta-analysis (393)
- Methodological or simulation-based (25)
- Meta-analysis of meta-analyses (3)
- Reanalysis of previous study (2)
- Full-text inaccessible (35)
- Primary studies <5 (6)
- Confidential (3)
- Data is unclear or incomplete (7)

Authors response (K = 451)
- Not a ‘classical’ meta-analysis (38)
- Methodological or simulation-based (17)
- Lost the data file (15)
- Data is subset of another meta-analysis (2)
- Data provided is unclear or incomplete (77)
- Extract by yourself (4)
- Confidential (4)
- Request for co-authorship to share data (5)
- Not replied at all (242)
- Replied but unwilling to share data (20)
- Reanalysis of previous study (2)
- Email address not found (25)

Figure 3: Flowchart of the study selection process. Exclusion of selected meta-analyses is carried out after a review of the full
text. ECO = Ecology, HTM = Health, Toxicology and Mutagenesis, ESM = Environmental Science (miscellaneous), NLC
= Nature and Landscape Conservation, ENC = Environmental Chemistry, WST = Water Science and Technology, ENE =
Environmental Engineering, POL = Pollution, MPL = Management, Monitoring, Policy and Law, GPC = Global and Planetary
Change, WMD = Waste Management and Disposal, ECM = Ecological Modelling.

to any review guidelines or checklist (e.g., PRISMA, ROSES, MOOSE), and whether the meta-analysis is
pre-registered.

The application of the inclusion and exclusion criteria and the data extraction was conducted by the first
author and supervised by the last author. Disagreements were resolved by discussion until a consensus was
reached.

Analytical approach

Power computation

In order to calculate the power for each statistical test in each meta-analysis, the respective genuine effect
needs to be estimated. We use the weighted average of the adequately powered (WAAP) studies whenever
there are at least two sufficiently powered primary estimates in a given meta-analysis (Ioannidis et al. 2017).1

If there are fewer than two adequately powered estimates, the WAAP estimator uses the precision effect test
and the precision effect estimate with standard error (PET-PEESE) (Stanley and Doucouliagos 2014). We
compute power assuming all tests originate from a two-sided z-test using a 5% significance level:

Power = 1 − [Φ(zα/2 − λ)] − Φ(−zα/2 − λ] (1)

where Φ() is the cumulative standard normal distribution, λ = β̂∗/se is the non-centrality parameter with β̂∗

being the estimated genuine effect and se the standard error of the respective primary estimate and zα/2 is

1. We excluded 7957 observations with an absolute z-value larger than 20 to reduce the risk that estimated meta-averages are
inflated by outliers. Sensitivity analysis also explores thresholds of 50 and 100. Please see Figure S1 in the Online Appendix.
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the critical z-value for α = 0.05. We then provide information on the median power for each meta-analysis
and the share of adequately powered studies per meta-analysis. Adequate power is defined as a power of 0.8
(Ioannidis et al. 2017).

Construction of counterfactual z- and p-values

Reported p-values are frequently subject to selective reporting (e.g., Bruns et al. 2019; Bruns et al. 2022;
Brodeur et al. 2020). To estimate the extent of selective reporting, we use the recently proposed approach by
Bruns et al. (2022) that compares the empirical distribution of published p-values with the counterfactual
distribution generated in the absence of any biases. Comparing these two distributions allows us to infer
where p-values are missing and where p-values are overrepresented. We rely on three assumptions to construct
the counterfactual distribution of p-values:

(i) There is one genuine effect per meta-analysis.

(ii) Genuine effects can be approximated by meta-analytic estimators.

(iii) Standard errors are not affected by selective reporting.

We conduct comprehensive robustness analyses for each of these three assumptions. These robustness analyses
are discussed at the end of this section.

Following Bruns et al. (2022), let βj and β̂ji be the genuine effect for meta-analysis j and the corresponding
estimate obtained from primary study i, respectively. If all studies estimate the respective genuine effect
unbiasedly, then E(β̂ji) = βj holds. Consequently, β̂ji ∼ N (βj , seji), where seji is the true standard error of
estimate i in meta-analysis j. We can then simulate counterfactual z-values (zcf ) as

zcf ∼ N
(

βj

seji
, 1
)

. (2)

In a given interval [a, b], the expected frequency of counterfactual z-values is given by

E[rcf
a,b] =

K∑
j

Sj∑
i

∫ b

a

1√
2π

exp

−

(
x −

(
βj

seji

))2

2

 dx (3)

where K with j = 1, · · · , K is the number of meta-analyses and Sj with i = 1, · · · , Sj is the number of
primary estimates in meta-analysis j. Subsequently, assuming all tests originate from a two-sided z-test, the
expected frequency of counterfactual p-values in the interval [g, h] is given by

E[f cf
g,h] = E[rcf

−b,−a] + E[rcf
a,b] (4)

where a = Q(1 − h/2), b = Q(1 − g/2), and Q is the quantile function of the standard normal distribution.
We can then estimate E[f cf

g,h] by plugging in β̂∗
j for βj and ŝeji for seji in Eq. (3).

The resulting counterfactual distribution can be compared to the distribution of observed p-values using
relative differences:

Dg,h =
ff

g,h − E[f cf
g,h]

ff
0,1

(5)

where ff
g,h is the frequency of reported p-values in the interval [g, h] and ff

0,1 is the total number of published
p-values. This relative difference allows us to assess the abundance or lack of p-values in any interval over
the entire support of p-values.
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We assess the extent of selective reporting by comparing the frequency of published and statistically significant
p-values to the expected frequency of significant p-values. The extent of selective reporting, ESR, is estimated
by

ESRs = ff
s − E[f cf

s ] (6)

where the subscript s denotes a pre-specified level of significance. We then express the extent of selective
reporting as a share of all p-values and as a share of the significant p-values.

To explore robustness with regard to the assumption of one genuine effect per meta-analysis, we randomly
split the primary estimates in each meta-analysis into two groups and then estimate the meta-averages
separately for each group by means of WLS. We also conduct this robustness check by randomly splitting
into three groups. To examine the robustness with regard to the estimation of the meta-average, we use
four alternative methods: WLS, PET-PEESE, a bias-corrected stem-based method proposed by Furukawa
(2019), and half the meta-average obtained by WAAP. The motivation for using half the meta-average is that
whenever there is evidence of selective reporting, estimated meta-averages are known to overestimate the true
effect (Bruns et al. 2022; Yang et al. 2022). Overestimating the meta-average results in an underestimation of
the extent of selective reporting. With regard to the assumption that the standard errors are not subject to
selective reporting, we conduct the analysis again but by multiplying standard errors by 1.5 and 2. Finally,
we also explore robustness with regard to excluding observations with |z| > 50 and |z| > 100.

Exploratory regression analysis

We also explore potential determinants of selective reporting. We fit regression models to explore whether
characteristics of the primary studies and meta-analyses or differences between the various subfields explain
variation in the extent of selective reporting expressed as a share of significant p-values. The following model
is considered (see Table 5 for the description of variables):

ESRj = β0 + β1SAPEj + β2RDESj + β3GUIDj + β4PRERj + βββ5SUBFSUBFSUBFj

+ β6 log(NPRSj) + β7 log(NTPVj) + β8YOPj (7)

where j = 1, · · · , K indexes meta-analyses. The share of adequately powered estimates (SAPE) and the design
of primary studies (RDES) measure characteristics of the primary studies with regard to the sample sizes
and corresponding power as well as whether experimental or observational research designs were employed.
Whether standard guidelines were followed (GUID) and whether the meta-analysis was pre-registered (PRER)
measure quality characteristics at the level of the meta-analysis. A vector of subfields dummies captures
whether differences between subfields can explain variation in the extent of selective reporting, the number of
primary studies (NPRS), the total number of p-values (NTPV), and the publication year (YOP) are included
as control variables.

Further, we fitted Eq. (7) by including the interactions between research design (RDES) and the share of
adequately powered estimates (SAPE). The reason is that RDES and SAPE are negatively correlated in the
sample and we expect RDES and SAPE to have a negative effect on ESR. We cluster standard errors at the
level of meta-studies to account for potential dependence of meta-analysis published in the same meta-study.

For the regression analysis, we excluded from the distribution of ESRsig. a few outliers. Specifically, we
excluded meta-analysis below the 2.5% quantile of the ESRsig. distribution. The reason is that meta-averages
can be easily overestimated in the presence of selective reporting and this may then result in negative
estimates of ESRsig. In other words, if the meta-average is strongly overestimated, then even statistical
tests reported as being non-significant are expected to be statistically significant, which can turn ESRsig. to
become negative. The 2.5% quantile of the ESRsig. distribution corresponds to ESRsig. = −0.61 and 14
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meta-analyses are excluded. As robustness checks, we run the analysis with all meta-analyses, using half
the meta-average as a proxy of the genuine effect and by excluding outliers using the 5% quantile of the
ESRsig. distribution corresponding to 28 meta-analyses and ESRsig. = −0.35. If all meta-analyses are used,
the effect of the interaction term and publication year vanishes. The sign and significance of the variables
remain largely the same for the other robustness checks (see Tables S8–S10 in the Online Appendix).

Table 5: Description of study variables.

Variable Description
ESR Extent of selective reporting estimated using Eq. (6) with s = 0.05
SAPE Share of adequately powered estimates in meta-analysis j
RDES Design of studies included in meta-analysis j (experimental vs.

observational)
NPRS Number of independent primary studies included in meta-analysis j
SUBF Subfield of meta-analysis j (see Figure 3 for subfields list and

corresponding labels)
GUID Whether meta-analysis j adhered to standard guidelines such as

PRISMA and ROSES (yes, no)
PRER Whether meta-analysis j is pre-registered and mentions this in the main

report or supplementary material (yes, no)
NTPV Total number of p-values in meta-analysis j
YOP The year meta-analysis j is published
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